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Goal

* bring together researchers working on the
interaction of language and visual/motor
processing in embodied, situated, and
language-for-action research traditions.

* unite converging and complementary
evidence from three different methods
(behavioral, neuropsychological, and
computational).



2012 Focus

* focus on embodiment in language learning.

* How and when grounding occurs in learning a
language?

 What role does grounding play in language
evolution, and language learning in robots?



Gerry Altmann— York University, UK

His research interests include sentence processing,
ambiguity resolution, eye movements during reading and
listening, and the implicit learning of grammatical
information.

Editor-in-chief Cognition

http://www.york.ac.uk/psychology/staff/faculty/gtmal/#re
search

Event comprehension in the brain: Objects 'before’
compete with themselves 'after’.

fMRI study of repr. of object state-change
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Bernard Hommel, University of Leiden,
the Netherlands

Research

BH is interested in how, why, and when people can do what they want, that is, how intentional
actions are set up, implemented, and controlled. He also wants to know how perception and action
relate to each other, whether and how what we do is affected by what we perceive, and vice versa.
Finally, he is interested in how the events we perceive and the actions we do are represented in our
brains, and how distributed brain codes can be integrated into coherent cognitive structures. In
particular, BH's research focuses on these issues:

Cognitive representation of action plans
Acquisition of intentional action

Representation of self and other

Interactions between perception and action
Integration of distributed information

Attentional control and control of attention

Impact of religion and culture on cognition and action
Development of cognitive functions across lifespan
Creativity

Neuromodulation of cognitive processes

Cognitive neurorobotics




Integrating perception and action: The
Theory of Event Coding

e Hommel, B. (2013). Ideomotor action control:
On the perceptual grounding of voluntary
actions and agents. In W. Prinz, M. Beisert &
A. Herwig (Eds.), Action science: Foundations
of an emerging discipline (pp. 113-136).
Cambridge, MA: MIT Press.



Jesse Snedeker, Harvard University,
USA

* https://software.rc.fas.harvard.edu/lds/resear
ch/snedeker/jesse-snedeker

 Embodied cognition(s), development and
language: An outsider’s perspective.
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Empirical papers (selected)

Anuenue Kukona (University of Dundee, UK), Gerry Altmann (University of
York, UK) and Yuki Kamide (University of Dundee, UK): Competition
dynamics in the representation of location in a situated language
context.

Kenny Coventry (University of East Anglia and Northumbria University,
UK), Debra Griffiths (Northumbria University, UK) and Colin Hamilton
(Northumbria University, UK): Language and the perceptual parameters
affecting the representation of space.

Maria Staudte (Saarland University, Germany), Matthew Crocker (Saarland
University, Germany), Alexander Koller (University of Potsdam, Germany)
and Konstantina Garoufi (University of Potsdam, Germany): Grounding
spoken instructions using listener gaze in dynamic virtual environments

Eiling Yee (Basque Centre on Cognition, Brain and Language, Spain), Lisa
Musz (University of Pennsylvania, USA) and Sharon Thompson-Schill
(University of Pennsylvania, USA): Mapping the similarity space of
concepts in sensorimotor cortex.



Art Glenberg

e http://glial.psych.wisc.edu/index.php/psychspl
ashfacstaff/103
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Modeling paper

Kerstin Fischer (University of Southern Denmark,
Denmark), Davide Marocco (University of
Plymouth, UK), Anthony Morse (University of
Plymouth, UK) and Angelo Cangelosi (University
of Plymouth, UK): Embodied language learning
and tacit distributional analyses: A
comprehensive framework for learning new
words.

http://www.youtube.com/watch?v=514LHD21YJk&
feature=plcp
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Language learning with meanings as stored sensorimotor sequences: a connectionist model

1Dept. of Applied Informatics, Faculty of Mathematics, Physics and Informatics, Comenius University, Bratislava, Slovakia. takac@ii.fmph.uniba.sk

Martin Takact?, Lubica Benuskovaz and Alistair Knottz

2Dept. of Computer Science, University of Otago, Dunedin, New Zealand, lubica@cs.otago.ac.nz, alik@cs.otago.oc.nz

lntroductlon

»thme

wiew on ition, we conj
ok

that high-levei

We focis on representation of concrete episodes (events or states) that can be described
By transitive sentences, e5. m;d-gmmmob,emw:mumwon

transitive episode involves & -a deatu:
routine. A deictic routine involves 3 of 2 or motor
£ with itory sensory
MWMMMM&MWMMMWG
that can bes
Coemsen  Masfewctaigs MOV
laclamond_sgent, aZzmé rup, wmoz) c 2nd et s Y
leclamend gt et iz, wme) c et e s €
plen(acnd_sgent, aZend_sup, gmg) Ca L L Ce
plas(ané gt aond_oug, pme) =3 e

Sequence of signals produced during 3 repiay of the cup-grabbing deictic routine. Note
that the szent and patient are each attended more than once.

Conjecture for language: A speeker needs to internelly replay & stored episode
representation in order to expressit verbally.

Problem

Episode St universal, yet g g differ in
ﬂmmraﬂwﬁoeﬂ:ﬂns Leaming task for an infant: acquire from 3 sample of 3
language general syntactic rules and particular surface regulanities (such as idioms) of theic
fanguage.

Our goals
* Propase s

=t madel of

e to Z Train the

mode! on 3 language that contains 3 mixture of syntactically regular and idiomatic
the Z =

* kthe
= Does the model

* How well does the modd produce idioms?
= Does the leerning in the model follow &

to learn dif L

Model

mmmmmmmmwmmmawmdmmm

is presented to the network as 3

= in the episcde-rehearsal systam. In
given a chance to produce more than one word

esch stage of episade rehearsal, the woed

for 3 current sensormotor signal, which enables production of idiomatic phrases.

The network sliternates between two modes of iteration:

1) The episcde rehearsal system iterates through the sequence of SM signais until it reaches 3 context at which
pronounced.

the control network allows 3 word to be overtly

2) The word production/sequencing networks work together to prody

word for ¥ SM signal.

If they can confidently predict the next word, the word is proncunced, the word sequencing network updates
its surface context isyer and the medel carries on in this mode until the networks ¢an no longer confidently
jpredict the next word.

The antopy
natwodk lcas
when &= prencuns

esnfidenesin e
proictice.

The comtret natwedk
lzarms ataact
ayeiaic czovenion
(ezrio@/choa in
which &2 imhRL vt
Ereeursationl

The shenclogea
input buler 3tz
Tmringisien
femuerea of

The weed
Jequancing
metweck loers
2oz rplanta
R

The werd productica
natwack lams = gz
indiadid wertaem
1omanic ignala (a cotod

irdpendent vecabulary)

The SVO lenguege

Vecsbulary: 108 werda frem the Chilé Oovdepment inventery [femace & dl., 2993)

Morphology: rumber (SG7L) inflecticea of nouns rumber and poace (2%, 2%, 3%9) inflctcns on vods, aubjctuerd \

Symtax: 127088 anionea of s Hpa

* Symesccally regular 3entences (teg, 80.6%) liks ~

* Sentences with continucus idiems (Cent, 13.0%) 1/
55

o geed bye",

agomont,. inqpule plursla fowa, fiah, =, wemen, &=\, poacedl prencues.

o235 Winaie th € Pooh-

Soddyag Hasdag

Results

UNEYREAIEY

OT1AGO

g

1. The model learns all word-ordering conventions.

! R

I ]
—

The control network learns the correct inhibition patterns for all the word onders n
1ooxoim(mmmmmvso=u)

The generation accuracy is the prop

of correcty

The made! is able to generaize to unseen episodes from just about T of data.

2. The model learns to correctly produce sentences with

idiomatic phrases.

r————
a
£

The 3T oz (Ne10)

3. The model goes through developmental stages, from
producing single-word utterances (1) through proto-

syntactic ‘item-based’ constructi

(2) to sentences with

full syntax and agreement morphology (3).

P al—
a B ® KEE .

samgla of ivimea gorowad fer he maming

DOO/3/ (AS], CHASZ|3/3|3/PL (ACT) MASEIT/SIL ()

Gunng Teeing (n e T lmp-gt

(2) “dogp” ... “rebbitel ... “cNoad" .- “chmodig”
(mmach :)

2) “dogag shoacdag”... “rmdbitel haisSip” ..
“rmbditag Aaac-S3g” (eeech 10)

(3) “ogag choastig midit=(” (ach 23)

Conclusions

We implemented a connectionist model of sentenoe
generation from meanings as

sensorimotor sequences. The model is able to learn ahstract
syntactic conventions as well as surface regularities of a
particular language. Different learning tasls bootstrap each

Trmining set 4000 3onieren (2% of levgeags) Farct Wi moaming op

Method =

CUAG) CUPAT wAG cipAn
Generate 3 basic artificial language of transitive sentences for each of the following word B 5 B b 2 5 >
arders: SVO (subject verb object], SOV V50, VOS, OSV, OVS. FRRPACNASL (AT, MUMGGAG  (AT)  PUSRONASL (AT MUNMIGSG
In esch case, tsin 3 madel on sentences paired with their mesnings {sequences of WM aglesce: 1PL | 336 | TOAE

e ool ooy .

sensarimotor signals) and test it for 3 sentence generation task. For each word order, 10 e B s IR st R s ) other from in a develop lly p way.
madel instances with different initial random weights are trained on 3 random subset of the Wi e Roorsp Faedsy Fewsg 6563 e
target language and tested on 3 different subset of the language. WA agissde 3G 133G | FASWRLL o

Takac, M., Goruskona, L., Knete, A: Mapping 2eneod oror B Qunces £ wond mquences A carvacionie mods! of
largusge acquikion 3nd mctace [eecaton. Cognion 3013 heesx . dol org/10 1016% cogriian 2012.06.006

\‘u 24t 3000 provizualy smazes 3smienen masmieg. /




Nomen omen ©

* Francesca Citron, Michael Kucharski (Freie
Universitat Berlin, Germany) and Adele
Goldberg (Princeton University, USA): An
Effect of language on embodied metaphor:
Sour vs. Sauer

e Laura Speed (University College London, UK)
and Gabriella Vigliocco (University College
London, UK): The multimodal meaning of
speed in language.
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and Gabriella Vigliocco (University College
London, UK): The multimodal meaning of
speed in language.



