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Abstrakt

Klasicky pohled na vypocty je chdpe jako procesy ge-
nerované po&itacem, tj. soustied uje se na to, JAK jsou
vypocty realizované. Novy pohled se zajima o to, CO
vypolty délaji, co je jejich smyslem — a to je gene-
rovani znalosti. Vypocty tudiZ chdpeme jako procesy,
které generuji znalosti nad danou znalostni doménou
v rdmci prisluSsné znalostni teorie. Inteligence je pak
schopnost ziskadvat informace a transformovat je na zna-
losti, které jsou dédle vyuziviny pro feSeni problémi.
UkdZeme, Ze toto pojeti vypolti umozni pfirozenym
zpusobem definovat nékteré vyssi kognitivni funkce
jako je zdlivodiiovani svych akci, sebe-uvédoméni, in-
trospekce, porozuméni znalostem, svobodna viile, krea-
tivita a také porozuméni algoritmickym mechanismiim,
které stoji za rozvojem inteligence. Tento pohled je
piinosny tim, Ze na elementarnim abstraktnim modelu
kognitivniho systému, ktery neni zatiZen Zadnymi tech-
nickymi detaily, ukazuje, Ze vSechny vySe zminéné
kognitivni funkce souviseji se specifickymi znalostmi,
které jsou generované v ramci téhoZ modelu.

1 Uvod

Vypoclty jsou tradi€né chdpdny jako procesy, které
probihaji v pocitacich. Pokud bychom chtéli tuto defi-
nici vypoctu zpiesnit, musim zpfesnit pojem pocitace.
Za tim tcelem se v teorii obyCejné uvazuje Turinglv
stroj, o kterém je zndmo, Ze tento model v principu za-
chycuje vypocetni schopnosti velké tfidy soucasnych
digitalnich pocita¢t. Nicméné, v praxi, a zejména v
umélé inteligenci nebo v biologii, Casto povaZujeme za
vypocty i procesy, které probihaji nikoliv v lidmi uméle
zhotovenymi zafizenimi (tj. v pocitacich), ale také napft.
v mozku lidi ¢i zvifat, v rostlindch anebo bunkach. Ve
fyzice se vyskytuji dvahy, Ze dokonce na cely vesmir 1ze
nahliZet jako na obrovsky pocitac, ktery se fidi ,instruk-
cemi®, které predstavuji fyzikdlni zdkony. TakZe pokud
se chceme dozvédet néco o vypocltech, musime zkou-
mat schopnosti a meze téchto zafizeni. To znamena,
Ze se soustfedime na problém, JAK jsou vypocty re-
alizované. Takovy pohled je sice technicky zajimavy,
avSak vede na (klasickou) teorii vypoctl, ktera je stro-

jové zdvisld a nemd potencidl zachytit, jaky vlastné je
smysl, cil pocitdni — co vlastné vypocty ,delaji* ¢i mo-
hou ,dé&lat*, af uz pro nas, pro lidi, anebo pro to zaiizen,

které vypocet realizuje.

Pokud se tedy ptdme, co vypolty vlastné délaji,
tak jedinou smysluplnou odpovédi je, Ze produkuji zna-
losti. Toto je vychozi bod tzv. znalostni teorie vypocti,
ktera vychdazi z praci autord van Leeuwena a Wieder-
manna (2013, 2014, 2015a, 2015b, 2017). Dle této te-
orie jsou vypocty chapany jako procesy, které generuji
znalosti nad danou znalostni doménou v rdmci ptislusné
znalostni teorie. V naSem piispévku ukdzeme, Ze tento
pohled ma velky potencidl zejména pro umélou inte-
ligenci, protoZe umoziiuje pfirozenym zptusobem de-
finovat (a chdpat) netrividlni kognitivni funkce jako
je zdlvodnovani svych akci, sebe-uvédoméni, in-
trospekce, porozuméni znalostem, svobodné vili a kre-
ativité a pfinasi vhled do algoritmickych mechanismu,
které stoji za rozvojem inteligence. Toto 1ze povazovat
za zéasadni prinos k problematice vypocetnich kogni-
tivnich systému, protoZe jiné zndmé piistupy k popisu
tivnich systémd neZ je nas znalostni model. Tyto jsou
obycejné tak sloZité, Ze vysledny popis ¢i definice ko-
gnitivnich funkci opét maji charakter, ktery spiSe zalez{
na vlastnostech daného modelu, na jeho architekture
nezli na obecnych vlastnostech uvazovanych funkci.
Podrobny piehled realizovanych kognitivnich architek-
tur 1ze nalézt v praci a v on-line katalogu Samsonoviche
(2010).

Struktura pfispévku je nésledujici. V ¢asti 2 uve-
deme zakladni ideje znalostniho pfistupu k vypoctim.
V casti 3 vysvétlime, jak novy pohled na vypocty
pfirozenym zpisobem vede k definici zdkladnich
vyssich kognitivnich funkci, jakymi jsou dvodéni,
sebeuvédomeéni, introspekce, porozuméni, svobodnd
vule, kreativita a sebe-zdokonalovdni znalostnich te-
orii. Posledni ¢ast 4 shrnuje zdkladni poznatky naSeho
piispévku.



2 Vypocet jako generovani znalosti

V souladu se znalostni teorii vypocti budeme nahlizet
na znalosti jako na vysledek né€jakého vypocetniho pro-
cesu, ktery pracuje nad jistou znalostni doménou tak,
Ze kombinuje jeji prvky — elementdrni znalosti — do
novou znalost, opét nad danou doménou. Pro kombi-
naci té€chto prvki pouziva vypocet mnoZinu (odvozo-
vacich) pravidel, kterd mizZe byt pfedem dana, anebo se
miZe tvofit pomoci uéeni béhem velkého poctu riznych
vypocti nad danou doménou. Inteligentni systém timto
zpusobem pracuje s vice ¢i méné formdln{ teorii, ktera
zachycuje vlastnosti dané znalostni domény a zplsoby
odvozovani novych znalosti, stile v rimci dané domény.

Jak jsme jiZ zminili, pfitom nds nebude v prvni
fadé zajimat, JAK dany vypocet probihd, ale CO
vypoclet pocitd — jaka znalost je generovana v pribéhu
vypoctu. Pod timto zornym dhlem se stdva schopnost
generovat znalosti pozndvacim kritériem téch procesu,
které budeme nazyvat jako vypocetni procesy neboli
vypoclty. Inteligentni systémy jsou tudiz specidlnimi
piipady vypocletnich systémd, u kterych je schopnost
generovat znalost maximalizovana v tom smyslu, Ze ta-
kové systémy jsou schopny generovat znalost nad li-
bovolnymi znalostnimi doménami modelujicimi velké
¢asti redlného svéta anebo ruznych véd. To je v proti-
kladu s praxi souc¢asnych Al systémd, které jsou zpravi-
dla specializovany na specifické, vétSinou znacné ome-
zené znalostni domény. Procesy, které negeneruji zna-
lost, nebudeme povazovat za vypocty. Zde nardZime na
problém — jak pozndme, co je znalost? To je funda-
mentalni filozoficka otazka, na kterou filozofové do-
posud nenalezli odpovéd. Jedno je jisté — co se jed-
nomu jevi jako znalost, pro druhého to miiZe byt bud sa-
moziejmost, anebo to nemusi viibec povazovat za zna-
lost. Pojem znalosti neni tedy absolutni, ale je zdvisly
na pozorovateli (observer dependent). Zavisi tedy na
tom, co jiZ pozorovatel zna. Ve znalostnim pfistupu se
to fesi tak, Ze znalost se definuje v ramci néjaké zna-
lostni domény, nad kterou vypocet operuje. VSechny
znalosti o néjaké podmnozin€ znalostni domény jsou
zachyceny pomoci znalostni teorie, kterd muze byt
vice ¢i méné€ formdlni, anebo zcela neformalni. V
rdmci této teorie popisuji axiomy elementarni znalosti,
které odpovidaji (reprezentacim) objektd ve znalostni
doméné a jejim vlastnostem. Zptisoby, jak lze z ta-
kovych elementarnich znalosti konstruovat nové, odvo-
zené znalosti jsou popsany pomoci odvozovacich pra-
videl. Vypocetni procesy jsou svdzdny s odpovidajici
znalostni doménou prostfednictvim znalostni teorie,
se kterou vypocty pfimo ¢i nepfimo pracuji, pomoci
nésledujici podminky: cokoliv Ize odvodit v rdmci dané
teorie musi byt podporovdno prislusnym vypocetnim
procesem. Pokud je tomu tak, pak to, jakd znalost
miZe anebo nemuZe byt generovana nad danou zna-
lostni doménou, a ,kvalita“ takto generované znalosti
(j. napft. jeji shoda s pozorovdnim) zavisi vylucné na

vlastnostech odpovidajici znalostnf teorie.

Vsimnéme si, Ze znalostni pfistup k vypoétuim
je strojové nezdvisly, protoze plati pro jakykoliv pro-
ces realizujici odvozovani v rdmci dané znalostni te-
orie. TaktéZ je algoritmicky nezdvisly, protoze se ne-
zajimame o to, jakymi postupy je vypocetni proces re-
alizovan. V neposledni tadé je také nezdvisly na re-
prezentaci, protoze v naSem piistupu nepredpokladame
Zadnou specidlni reprezentaci znalosti.

Diky své obecnosti znalostni pfistup 1ze uplatnit
nejen v dobre formalizovatelnych, tzv. exaktnich zna-
lostnich doméndch, ale i ve znalostnich doménach a pro
odvozovaci pravidla, které se vzpiraji jakékoliv forma-
lizaci. Takovym doménam budeme fikat popisné zna-
lostni domény. Typickym piipadem popisné domény
s neformdlnimi odvozovacimi pravidly je redlny svét.
Jeho objekty, jevy, akce a vztahy mezi jimi jsou popsany
pomoci pfirozeného jazyka. Znalosti o takové doméné
jsou zachyceny ve vétich pfirozeného jazyka. Od-
vozovaci pravidla jsou v tomto pripadé tzv. pravi-
dla raciondlniho uvazovdni a chovdni. Tato pravidla
vychdazeji z fakti a argumentaci, kterd lze zachytit v
pfirozeném jazyce. V typickém piipadé maji popisné
domény rozsahlé znalostni baze (jako napf. obsah in-
ternetu) a relativné kratké odvozovaci fetézce.

Vyznaénym piikladem inteligentniho systému vy-
kazujicim lidskou inteligenci je mozek spolecné s
pfirozenym jazykem. Mozek umoziiuje odvozovaci pro-
cesy v neformadlnf teorii, kterou 1ze popsat v pfirozeném
jazyce. Samoziejmé, Ze v principu miiZeme namisto
mozku uvazovat jakykoliv pocita¢ s podobnymi vlast-
nostmi, i takovy, o kterém doposud nevime, Ze existuje;
vysledkem bude systém umélé inteligence na lidské
trovni. SkuteCnost, Ze znalostni pfistup k vypoctim
umoziiuje pracovat i s takovymi nedokonale defino-
vanymi pojmy je prednosti naseho modelovani. To ndm
umozni dosdhnout nové porozuméni problematice ge-
nerovani znalosti, které zatim nebylo dosazeno jinym
zpusobem. Pro formalizaci tohoto pfistupu viz praci van
Leeuwena a Wiedermanna (2017). Pfehled dosavadnich
vysledktl z oblasti kognitivnich vypoctd lze nalézt v
praci Wiedermanna a van Leeuwena (2015a).

3 Kognitivni funkce jako nadstavba nad
mechanismem generovanim znalosti

Vraime se ted zpét k podmince, kterd svazovala
vypocetni proces se znalostmi, které lze nad danou
znalostni doménou odvodit. Zde jsme pozadovali, aby
jakdkoliv znalost, kterou lze odvodit (formou dikazu
v dané znalostni teorii nad danou znalostni doménou)
byla prokazatelné (tj. opét: musi existovat dikaz) pod-
porovana piislusnym vypocetnim procesem.

Pokud umély kognitivni systém pracuje timto
zpusobem, muzZe pfi vhodné organizaci své Cinnosti re-
alizovat nékteré netrividlni vySsi kognitivni funkce, je-
jichz definice neni na prvni pohled ziejma4, a tim spiSe



jejich realizace.

Diivodéni (accountability) Divodéni znamend schop-
nost zddvodnéni svych rozhodnuti, tj. kognitivni agent
mize na vyzadani podat zdGvodnéni svych akci,
vysvétleni ,jak na to prisel”, viz Kroll a spol. (2016).
Za tim ucelem staci, aby agent spolecné s vyslednou
znalosti generoval i dikaz, ktery pouZil pfi jejim odvo-
zovani. Tento dikaz jiZz samoziejmé muze byt prezen-
tovan ve formalismu, kterému uZivatel rozumi. Takovy
dikaz umozni uzivateli ,kontrolu spravnosti“ vysledku
v ramci odpovidajici znalostni teorie v porovnani s tim,
co uZivatel ocekdval na zdklad€ svého zadéni.

Sebeuvédoméni (awareness) Diky  schopnosti
divodéni znalostni systém ,vi* (ma informaci),
jaky problém fesi a je schopen podat vysvétleni, jak ho
fesi. Znalost o sobé miZe byt soucasti znalostni teorie,
kterd tidi ¢innost systému.

Introspekce Na zdkladé skutecnosti, Ze si kognitivni
systém pamatuje své predchozi feSené ukoly a zplsoby
jejich vyfeSeni, mize se k nim vracet, znovu je podro-
bit zkoumdni a vyuZit je pri feSeni novych problémi
pomoci analogie anebo vylepsit jejich pivodni feseni s
ohledem na nové poznatky, které systém mezitim mohl
ziskat.

Znalostni porozuméni Schopnost divodéni, se-
beuvédoméni a introspekce dohromady predstavuji
schopnost porozuméni znalostni doménég, s kterou
systém pracuje. Systém je schopen vysvétlit vyznam
termint, které pouZivd a na zdkladé¢ své predchozi
zkuSenosti (které jsou zapamatoviny v piisluSné zna-
lostni bazi) kreativné je aplikovat v novém kontextu.
Pro plné porozuméni redlnému svétu je potiebné
uvazovat vtélené systémy.

Svobodna vile Budeme fikat, Ze kognitivni systém
A ma svobodnou vili pravé tehdy, kdyZ neexistuje
kognitivni systém B, ktery vyluéné na zdkladé po-
zorovéni chovani systému A v rtznych situacich do-
vede vzdy predpovédét chovani systému A v dané si-
tuaci. Tato naSe definice se li§{ od standardnich defi-
nici (kterych je nepfeberné mnozstvi — viz napft. od-
povidajici heslo na Wikipedii) a které vidi svobod-
nou vili jakoby z vnitiniho pohled systému, tj. sub-
jektivné. Napft. ,svobodna vile je schopnost zvolit si
rizné moznosti chovani v dané situaci,”” anebo ,schop-
nost chovat se ve vysledku jinak neZz na zdkladé mi-
nulych udélosti“. O tom, Ze si kognitivni systém zvo-
lil z riznych moznosti chovéani, anebo Ze se chyst4 za-
chovat jinak, neZ predtim, ma informaci pouze systém
samotny. A protoze v obecném piipadé systému ,ne-
vidime do hlavy“, nejsme schopni rozhodnout, jestli
ma svobodnou vuli. Je vSak ziejmé, Ze oba pravé
zminéné pripady (a dalsi) zachycuje nase definice tak,
Ze vnéjsi pozorovatel neni schopen predikovat budouci
akce systému. To znamend, Ze naSe definice Cini po-
jem svobodné vile zavislym na pozorovateli. Ma v§ak

vyhodu v tom, Ze Cini problém, jestli ma systém svo-
bodnou viili, rozhodnutelnym (samoziejmé vzhledem k
pozorovateli).

Kreativita Kreativita je projevem kreativniho procesu,
coz je kazdy proces, ktery generuje znalost feSici
problém, jenz je pro kognitivni systém novy. Je to pro-
tiklad rutinniho procesu feSiciho zndmy problém po-
moci jiz zndmych postupt. Obecné, feSeni problému
vyZaduje najit znalost, kterd spliiuje pfedem danou
mnozinou podminek. Jinymi slovy, hleddme explicitni
znalost, kterd je implicitné zadand pomoci vlastnosti,
které musf tato znalost spliiovat. Pokud tento kol mo-
delujeme pomoci znalostniho pfistupu k pocitani, tak
vychozim postupem pro hledani feSeni zadaného tkolu
je pouziti ,hrubé sily”“ — systematického generovani
vSech znalosti, které 1ze v systému (tj. v pfislusné zna-
lostni teorii) odvodit a zkouSeni, jestli dand znalost ne-
spliiuje zadané podminky. To vypada jako hrubé nee-
fektivni az naivni pfistup, ale zda se, Ze tento pristup
je v pozadi jakéhokoliv kreativniho procesu. Jedna se
tedy o specidlni ptipad objevovdni znalosti (knowledge
discovery). Nastésti, opakovanym pouZzivanim takového
zpocatku neefektivniho, le¢ univerzdlniho postupu jej
I1ze kultivovat. Na objevovani znalosti hledime jako na
jeden interaktivni, evolu¢ni a potencidlné nekonecny
sebezdokonalujici se a ucici se proces, jehoz cilem
je zlepSovat své vlastni kreativni schopnosti. Kultivaci
procesu objevovani znalosti 1ze popdle Wiedermanna a
van Leeuwena (2015b) dosahovat zejména

e iterativnim zjemiovanim a/anebo rozsifovanim
vyhleddvacich kritérii na zdklad€é predchozich
zkuSenosti anebo malo uspésnych pokust;

e automatickou extrakci a modifikaci uZivatelskych
kritérii, které zuZuji vybér moznosti na zakladé od-
pozorovanych preferenci uzivatele a jeho emoci
a prozitkli (podobné, jako to déld Google+).
Toto se déje pii kazdé pfileZitosti (tj. nejen pro
feSeni kazdého konkrétniho problému zvlast) a
ziskané poznatky jsou vyuZzivany pro usmérfiovani
jakéhokoliv objevného procesu a pro usporadavani
objevovanych vysledku.

e vyuZzivanim pfedchozich zkuSenosti, které mohou
byt odvozeny z epizodické paméti;

e fizenou interakci s okolim zaméfenou na ziskani
dalsich znalosti, které mohou byt ndpomocny pfi
feseni konkrétniho problému (podobné, jako kdyz
na Internetu vyhleddvdme dodate¢né informace).

Pouzitim takovych kultiva¢nich procedur se méni
(dopliiuje) jak systémova bdze znalosti, tak i mecha-
nismy préce s ni.

Sebe-zdokonalovani znalostnich teorii Samotnou
schopnost odvozovat dalsi znalosti v rdmci dané zna-
lostni teorie vSak nelze povaZovat za hlavni znak in-
teligentnich systémi. Tim je az jejich schopnost vy-
lepsovat svoji znalostni teorii, pomoci a v rdmci které



tyto systémy generuji své znalosti. Inteligence takovych
systému prokazatelné roste, protoze ziskdvaji kvalita-
tivné nové znalosti o znalostni doméné, nad kterou pra-
cuji.

Pfi pouZziti kultivanich procedur popsanych v
predchozim prfipad€ se muize stat, Ze systém ziska no-
vou znalost, které je ve sporu se znalostmi, které jiz
systém md. Bud si takovou znalost odvodi systém sdm,
anebo ji ziskd ,zvnéjsku“ (tfeba z Internetu) anebo
vlastnim pozorovanim a odhalenim nesouladu pozo-
rovani s vlastni teorii. Pro takové piipady musi mit
vyspély systém mechanismy, které odhali logickou in-
konsistenci své znalostni teorie. Takovou vadu Ize od-
stranit jediné zménou piislu§né teorie. Systémy, které
jsou schopny sebe-zdokonalovat svoji znalostni teo-
rii, a jsou navrzZeny tak, aby systematicky vyhledavaly
rozpory své teorie s fakty, zfejmé mohou automa-
ticky, pomoci svych vlastnich mechanismi, zvySovat
svoji vlastni inteligenci, pfi jakékoliv rozumné de-
finici pojmu inteligence. Takové sebe-zdokonalovani
miZe pokracovat do té doby, pokud existuji rozporu-
plna fakta a systém je objevi, a také pokud ve znalostni
doméné existuji nové, doposud neprozkoumané objekty
ajevy (Bostrom 2014). Takové systémy pak mohou, ale-
spoii teoreticky a v nékterych smérech, prekonat inteli-
genci lidskou (Wiedermann a van Leeuwen 2017). Po-
jem sebe-zdokonalovacich znalostnich teorif pfekonava
svym dopadem dosavadni obecné piedstavy o tzv. sebe-
zdokonalovacim software (viz napf. Bostrom 2014),
protozZe identifikuje jako nutnou podminku pro ndrtist
inteligence kognitivnich systému znalostni data, jejich
kvalitu i kvantitu (a tedy — kvalitu pfislusnych zna-
lostnich teorii) a nikoliv efektivitu odpovidajicich od-
vozovacich mechanizmi.

4 Zavér

V prispévku jsme ukdzali novy pohled na vypocty, ktery
je chédpe jako procesy generujici znalosti a vyuZziva tento
pohled k definici a pochopeni netrividlnich vysSich ko-
gnitivnich funkci. Takovymi funkcemi jsou divodéni,
sebeuvédomeéni, introspekce, porozuméni, svobodnd
vule, kreativita a sebe-zdokonalovani znalostnich te-
orii. Tyto funkce nelze elegantné popsat pomoci kla-
sického pohledu na vypocty, ktery povazuje za vypocty
jakékoliv, i nesmyslné procesy, generované rdznymi
modely pocitact. Takovy pohled je nutné strojové ori-
entovany a tudiz neposkytuje dostateCné abstraktni a
obecny rdmec pro definici zmifiovanych kognitivnich
funkci a jejich pochopeni. Naopak, na$ pohled pres teo-
rii kognitivnich vypoctl ukazuje pomoci elementarniho
abstraktniho modelu kognitivniho systému, ktery neni
zatiZzen Zddnymi technickymi detaily, Ze vSechny vySe
zminéné kognitivni funkce souviseji se specifickymi
znalostmi, které jsou generované v ramci téhoz modelu.
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