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Abstrakt
Klasický pohled na výpočty je chápe jako procesy ge-
nerované počı́tačem, tj. soustřed’uje se na to, JAK jsou
výpočty realizované. Nový pohled se zajı́má o to, CO
výpočty dělajı́, co je jejich smyslem — a to je gene-
rovánı́ znalostı́. Výpočty tudı́ž chápeme jako procesy,
které generujı́ znalosti nad danou znalostnı́ doménou
v rámci přı́slušné znalostnı́ teorie. Inteligence je pak
schopnost zı́skávat informace a transformovat je na zna-
losti, které jsou dále využı́vány pro řešenı́ problémů.
Ukážeme, že toto pojetı́ výpočtů umožnı́ přirozeným
způsobem definovat některé vyššı́ kognitivnı́ funkce
jako je zdůvodňovánı́ svých akcı́, sebe-uvědoměnı́, in-
trospekce, porozuměnı́ znalostem, svobodná vůle, krea-
tivita a také porozuměnı́ algoritmickým mechanismům,
které stojı́ za rozvojem inteligence. Tento pohled je
přı́nosný tı́m, že na elementárnı́m abstraktnı́m modelu
kognitivnı́ho systému, který nenı́ zatı́žen žádnými tech-
nickými detaily, ukazuje, že všechny výše zmı́něné
kognitivnı́ funkce souvisejı́ se specifickými znalostmi,
které jsou generované v rámci téhož modelu.

1 Úvod

Výpočty jsou tradičně chápány jako procesy, které
probı́hajı́ v počı́tačı́ch. Pokud bychom chtěli tuto defi-
nici výpočtu zpřesnit, musı́m zpřesnit pojem počı́tače.
Za tı́m účelem se v teorii obyčejně uvažuje Turingův
stroj, o kterém je známo, že tento model v principu za-
chycuje výpočetnı́ schopnosti velké třı́dy současných
digitálnı́ch počı́tačů. Nicméně, v praxi, a zejména v
umělé inteligenci nebo v biologii, často považujeme za
výpočty i procesy, které probı́hajı́ nikoliv v lidmi uměle
zhotovenými zařı́zenı́mi (tj. v počı́tačı́ch), ale také např.
v mozku lidı́ či zvı́řat, v rostlinách anebo buňkách. Ve
fyzice se vyskytujı́ úvahy, že dokonce na celý vesmı́r lze
nahlı́žet jako na obrovský počı́tač, který se řı́dı́ ”instruk-
cemi“, které představujı́ fyzikálnı́ zákony. Takže pokud
se chceme dozvědět něco o výpočtech, musı́me zkou-
mat schopnosti a meze těchto zařı́zenı́. To znamená,
že se soustředı́me na problém, JAK jsou výpočty re-
alizované. Takový pohled je sice technicky zajı́mavý,
avšak vede na (klasickou) teorii výpočtů, která je stro-

jově závislá a nemá potenciál zachytit, jaký vlastně je
smysl, cı́l počı́tánı́ — co vlastně výpočty ”dělajı́“ či mo-
hou ”dělat“, at’ už pro nás, pro lidi, anebo pro to zařı́zenı́,
které výpočet realizuje.

Pokud se tedy ptáme, co výpočty vlastně dělajı́,
tak jedinou smysluplnou odpovědı́ je, že produkujı́ zna-
losti. Toto je výchozı́ bod tzv. znalostnı́ teorie výpočtů,
která vycházı́ z pracı́ autorů van Leeuwena a Wieder-
manna (2013, 2014, 2015a, 2015b, 2017). Dle této te-
orie jsou výpočty chápány jako procesy, které generujı́
znalosti nad danou znalostnı́ doménou v rámci přı́slušné
znalostnı́ teorie. V našem přı́spěvku ukážeme, že tento
pohled má velký potenciál zejména pro umělou inte-
ligenci, protože umožňuje přirozeným způsobem de-
finovat (a chápat) netriviálnı́ kognitivnı́ funkce jako
je zdůvodňovánı́ svých akcı́, sebe-uvědoměnı́, in-
trospekce, porozuměnı́ znalostem, svobodné vůli a kre-
ativitě a přinášı́ vhled do algoritmických mechanismů,
které stojı́ za rozvojem inteligence. Toto lze považovat
za zásadnı́ přı́nos k problematice výpočetnı́ch kogni-
tivnı́ch systémů, protože jiné známé přı́stupy k popisu
těchto funkcı́ použı́vajı́ daleko složitějšı́ modely kogni-
tivnı́ch systémů než je náš znalostnı́ model. Tyto jsou
obyčejně tak složité, že výsledný popis či definice ko-
gnitivnı́ch funkcı́ opět majı́ charakter, který spı́še záležı́
na vlastnostech daného modelu, na jeho architektuře
nežli na obecných vlastnostech uvažovaných funkcı́.
Podrobný přehled realizovaných kognitivnı́ch architek-
tur lze nalézt v práci a v on-line katalogu Samsonoviche
(2010).

Struktura přı́spěvku je následujı́cı́. V části 2 uve-
deme základnı́ ideje znalostnı́ho přı́stupu k výpočtům.
V části 3 vysvětlı́me, jak nový pohled na výpočty
přirozeným způsobem vede k definici základnı́ch
vyššı́ch kognitivnı́ch funkcı́, jakými jsou důvoděnı́,
sebeuvědoměnı́, introspekce, porozuměnı́, svobodná
vůle, kreativita a sebe-zdokonalovánı́ znalostnı́ch te-
oriı́. Poslednı́ část 4 shrnuje základnı́ poznatky našeho
přı́spěvku.



2 Výpočet jako generovánı́ znalostı́

V souladu se znalostnı́ teorii výpočtů budeme nahlı́žet
na znalosti jako na výsledek nějakého výpočetnı́ho pro-
cesu, který pracuje nad jistou znalostnı́ doménou tak,
že kombinuje jejı́ prvky — elementárnı́ znalosti — do
odvozených, často složitějšı́ch konstrukcı́, které tvořı́
novou znalost, opět nad danou doménou. Pro kombi-
naci těchto prvků použı́vá výpočet množinu (odvozo-
vacı́ch) pravidel, která může být předem daná, anebo se
může tvořit pomocı́ učenı́ během velkého počtu různých
výpočtů nad danou doménou. Inteligentnı́ systém tı́mto
způsobem pracuje s vı́ce či méně formálnı́ teorii, která
zachycuje vlastnosti dané znalostnı́ domény a způsoby
odvozovánı́ nových znalostı́, stále v rámci dané domény.

Jak jsme již zmı́nili, přitom nás nebude v prvnı́
řadě zajı́mat, JAK daný výpočet probı́há, ale CO
výpočet počı́tá — jaká znalost je generována v průběhu
výpočtu. Pod tı́mto zorným úhlem se stává schopnost
generovat znalosti poznávacı́m kritériem těch procesů,
které budeme nazývat jako výpočetnı́ procesy neboli
výpočty. Inteligentnı́ systémy jsou tudı́ž speciálnı́mi
přı́pady výpočetnı́ch systémů, u kterých je schopnost
generovat znalost maximalizována v tom smyslu, že ta-
kové systémy jsou schopny generovat znalost nad li-
bovolnými znalostnı́mi doménami modelujı́cı́mi velké
části reálného světa anebo různých věd. To je v proti-
kladu s praxı́ současných AI systémů, které jsou zpravi-
dla specializovány na specifické, většinou značně ome-
zené znalostnı́ domény. Procesy, které negenerujı́ zna-
lost, nebudeme považovat za výpočty. Zde narážı́me na
problém — jak poznáme, co je znalost? To je funda-
mentálnı́ filozofická otázka, na kterou filozofové do-
posud nenalezli odpověd’. Jedno je jisté — co se jed-
nomu jevı́ jako znalost, pro druhého to může být bud’ sa-
mozřejmost, anebo to nemusı́ vůbec považovat za zna-
lost. Pojem znalosti nenı́ tedy absolutnı́, ale je závislý
na pozorovateli (observer dependent). Závisı́ tedy na
tom, co již pozorovatel zná. Ve znalostnı́m přı́stupu se
to řešı́ tak, že znalost se definuje v rámci nějaké zna-
lostnı́ domény, nad kterou výpočet operuje. Všechny
znalosti o nějaké podmnožině znalostnı́ domény jsou
zachyceny pomocı́ znalostnı́ teorie, která může být
vı́ce či méně formálnı́, anebo zcela neformálnı́. V
rámci této teorie popisujı́ axiomy elementárnı́ znalosti,
které odpovı́dajı́ (reprezentacı́m) objektů ve znalostnı́
doméně a jejı́m vlastnostem. Způsoby, jak lze z ta-
kových elementárnı́ch znalostı́ konstruovat nové, odvo-
zené znalosti jsou popsány pomocı́ odvozovacı́ch pra-
videl. Výpočetnı́ procesy jsou svázány s odpovı́dajı́cı́
znalostnı́ doménou prostřednictvı́m znalostnı́ teorie,
se kterou výpočty přı́mo či nepřı́mo pracujı́, pomocı́
následujı́cı́ podmı́nky: cokoliv lze odvodit v rámci dané
teorie musı́ být podporováno přı́slušným výpočetnı́m
procesem. Pokud je tomu tak, pak to, jaká znalost
může anebo nemůže být generována nad danou zna-
lostnı́ doménou, a ”kvalita“ takto generované znalosti
(tj. např. jejı́ shoda s pozorovánı́m) závisı́ výlučně na

vlastnostech odpovı́dajı́cı́ znalostnı́ teorie.
Všimněme si, že znalostnı́ přı́stup k výpočtům

je strojově nezávislý, protože platı́ pro jakýkoliv pro-
ces realizujı́cı́ odvozovánı́ v rámci dané znalostnı́ te-
orie. Taktéž je algoritmicky nezávislý, protože se ne-
zajı́máme o to, jakými postupy je výpočetnı́ proces re-
alizován. V neposlednı́ řadě je také nezávislý na re-
prezentaci, protože v našem přı́stupu nepředpokládáme
žádnou speciálnı́ reprezentaci znalostı́.

Dı́ky své obecnosti znalostnı́ přı́stup lze uplatnit
nejen v dobře formalizovatelných, tzv. exaktnı́ch zna-
lostnı́ch doménách, ale i ve znalostnı́ch doménách a pro
odvozovacı́ pravidla, které se vzpı́rajı́ jakékoliv forma-
lizaci. Takovým doménám budeme řı́kat popisné zna-
lostnı́ domény. Typickým přı́padem popisné domény
s neformálnı́mi odvozovacı́mi pravidly je reálný svět.
Jeho objekty, jevy, akce a vztahy mezi jimi jsou popsány
pomocı́ přirozeného jazyka. Znalosti o takové doméně
jsou zachyceny ve větách přirozeného jazyka. Od-
vozovacı́ pravidla jsou v tomto přı́padě tzv. pravi-
dla racionálnı́ho uvažovánı́ a chovánı́. Tato pravidla
vycházejı́ z faktů a argumentacı́, která lze zachytit v
přirozeném jazyce. V typickém přı́padě majı́ popisné
domény rozsáhlé znalostnı́ báze (jako např. obsah in-
ternetu) a relativně krátké odvozovacı́ řetězce.

Význačným přı́kladem inteligentnı́ho systému vy-
kazujı́cı́m lidskou inteligenci je mozek společně s
přirozeným jazykem. Mozek umožňuje odvozovacı́ pro-
cesy v neformálnı́ teorii, kterou lze popsat v přirozeném
jazyce. Samozřejmě, že v principu můžeme namı́sto
mozku uvažovat jakýkoliv počı́tač s podobnými vlast-
nostmi, i takový, o kterém doposud nevı́me, že existuje;
výsledkem bude systém umělé inteligence na lidské
úrovni. Skutečnost, že znalostnı́ přı́stup k výpočtům
umožňuje pracovat i s takovými nedokonale defino-
vanými pojmy je přednostı́ našeho modelovánı́. To nám
umožnı́ dosáhnout nové porozuměnı́ problematice ge-
nerovánı́ znalostı́, které zatı́m nebylo dosaženo jiným
způsobem. Pro formalizaci tohoto přı́stupu viz práci van
Leeuwena a Wiedermanna (2017). Přehled dosavadnı́ch
výsledků z oblasti kognitivnı́ch výpočtů lze nalézt v
práci Wiedermanna a van Leeuwena (2015a).

3 Kognitivnı́ funkce jako nadstavba nad
mechanismem generovánı́m znalostı́

Vrat’me se ted’ zpět k podmı́nce, která svazovala
výpočetnı́ proces se znalostmi, které lze nad danou
znalostnı́ doménou odvodit. Zde jsme požadovali, aby
jakákoliv znalost, kterou lze odvodit (formou důkazu
v dané znalostnı́ teorii nad danou znalostnı́ doménou)
byla prokazatelně (tj. opět: musı́ existovat důkaz) pod-
porovaná přı́slušným výpočetnı́m procesem.

Pokud umělý kognitivnı́ systém pracuje tı́mto
způsobem, může při vhodné organizaci své činnosti re-
alizovat některé netriviálnı́ vyššı́ kognitivnı́ funkce, je-
jichž definice nenı́ na prvnı́ pohled zřejmá, a tı́m spı́še



jejich realizace.

Důvoděnı́ (accountability) Důvoděnı́ znamená schop-
nost zdůvodněnı́ svých rozhodnutı́, tj. kognitivnı́ agent
může na vyžádánı́ podat zdůvodněnı́ svých akcı́,
vysvětlenı́ ”jak na to přišel“, viz Kroll a spol. (2016).
Za tı́m účelem stačı́, aby agent společně s výslednou
znalostı́ generoval i důkaz, který použil při jejı́m odvo-
zovánı́. Tento důkaz již samozřejmě může být prezen-
tován ve formalismu, kterému uživatel rozumı́. Takový
důkaz umožnı́ uživateli ”kontrolu správnosti“ výsledku
v rámci odpovı́dajı́cı́ znalostnı́ teorie v porovnánı́ s tı́m,
co uživatel očekával na základě svého zadánı́.

Sebeuvědoměnı́ (awareness) Dı́ky schopnosti
důvoděnı́ znalostnı́ systém ”vı́“ (má informaci),
jaký problém řešı́ a je schopen podat vysvětlenı́, jak ho
řešı́. Znalost o sobě může být součástı́ znalostnı́ teorie,
která řı́dı́ činnost systému.

Introspekce Na základě skutečnosti, že si kognitivnı́
systém pamatuje své předchozı́ řešené úkoly a způsoby
jejich vyřešenı́, může se k nı́m vracet, znovu je podro-
bit zkoumánı́ a využı́t je při řešenı́ nových problémů
pomocı́ analogie anebo vylepšit jejich původnı́ řešenı́ s
ohledem na nové poznatky, které systém mezitı́m mohl
zı́skat.

Znalostnı́ porozuměnı́ Schopnost důvoděnı́, se-
beuvědoměnı́ a introspekce dohromady představujı́
schopnost porozuměnı́ znalostnı́ doméně, s kterou
systém pracuje. Systém je schopen vysvětlit význam
termı́nů, které použı́vá a na základě své předchozı́
zkušenosti (které jsou zapamatovány v přı́slušné zna-
lostnı́ bázi) kreativně je aplikovat v novém kontextu.
Pro plné porozuměnı́ reálnému světu je potřebné
uvažovat vtělené systémy.

Svobodná vůle Budeme řı́kat, že kognitivnı́ systém
A má svobodnou vůli právě tehdy, když neexistuje
kognitivnı́ systém B, který výlučně na základě po-
zorovánı́ chovánı́ systému A v různých situacı́ch do-
vede vždy předpovědět chovánı́ systému A v dané si-
tuaci. Tato naše definice se lišı́ od standardnı́ch defi-
nicı́ (kterých je nepřeberné množstvı́ — viz např. od-
povı́dajı́cı́ heslo na Wikipedii) a které vidı́ svobod-
nou vůli jakoby z vnitřnı́ho pohled systému, tj. sub-
jektivně. Např. ”svobodná vůle je schopnost zvolit si
různé možnosti chovánı́ v dané situaci,“ anebo ”schop-
nost chovat se ve výsledku jinak než na základě mi-
nulých událostı́“. O tom, že si kognitivnı́ systém zvo-
lil z různých možnostı́ chovánı́, anebo že se chystá za-
chovat jinak, než předtı́m, má informaci pouze systém
samotný. A protože v obecném přı́padě systému ”ne-
vidı́me do hlavy“, nejsme schopni rozhodnout, jestli
má svobodnou vůli. Je však zřejmé, že oba právě
zmı́něné přı́pady (a dalšı́) zachycuje naše definice tak,
že vnějšı́ pozorovatel nenı́ schopen predikovat budoucı́
akce systému. To znamená, že naše definice činı́ po-
jem svobodné vůle závislým na pozorovateli. Má však

výhodu v tom, že činı́ problém, jestli má systém svo-
bodnou vůli, rozhodnutelným (samozřejmě vzhledem k
pozorovateli).

Kreativita Kreativita je projevem kreativnı́ho procesu,
což je každý proces, který generuje znalost řešı́cı́
problém, jenž je pro kognitivnı́ systém nový. Je to pro-
tiklad rutinnı́ho procesu řešı́cı́ho známý problém po-
mocı́ již známých postupů. Obecně, řešenı́ problému
vyžaduje najı́t znalost, která splňuje předem danou
množinou podmı́nek. Jinými slovy, hledáme explicitnı́
znalost, která je implicitně zadaná pomocı́ vlastnostı́,
které musı́ tato znalost splňovat. Pokud tento úkol mo-
delujeme pomocı́ znalostnı́ho přı́stupu k počı́tánı́, tak
výchozı́m postupem pro hledánı́ řešenı́ zadaného úkolu
je použitı́ ”hrubé sı́ly“ — systematického generovánı́
všech znalosti, které lze v systému (tj. v přı́slušné zna-
lostnı́ teorii) odvodit a zkoušenı́, jestli daná znalost ne-
splňuje zadané podmı́nky. To vypadá jako hrubě nee-
fektivnı́ až naivnı́ přı́stup, ale zdá se, že tento přı́stup
je v pozadı́ jakéhokoliv kreativnı́ho procesu. Jedná se
tedy o speciálnı́ přı́pad objevovánı́ znalostı́ (knowledge
discovery). Naštěstı́, opakovaným použı́vánı́m takového
zpočátku neefektivnı́ho, leč univerzálnı́ho postupu jej
lze kultivovat. Na objevovánı́ znalostı́ hledı́me jako na
jeden interaktivnı́, evolučnı́ a potenciálně nekonečný
sebezdokonalujı́cı́ se a učı́cı́ se proces, jehož cı́lem
je zlepšovat své vlastnı́ kreativnı́ schopnosti. Kultivaci
procesu objevovánı́ znalostı́ lze popdle Wiedermanna a
van Leeuwena (2015b) dosahovat zejména

• iterativnı́m zjemňovánı́m a/anebo rozšiřovánı́m
vyhledávacı́ch kritériı́ na základě předchozı́ch
zkušenostı́ anebo málo úspěšných pokusů;

• automatickou extrakcı́ a modifikacı́ uživatelských
kritériı́, které zužujı́ výběr možnostı́ na základě od-
pozorovaných preferencı́ užı́vatele a jeho emocı́
a prožitků (podobně, jako to dělá Google+).
Toto se děje při každé přı́ležitosti (tj. nejen pro
řešenı́ každého konkrétnı́ho problému zvlášt’) a
zı́skané poznatky jsou využı́vány pro usměrňovánı́
jakéhokoliv objevného procesu a pro uspořádávánı́
objevovaných výsledků.

• využı́vánı́m předchozı́ch zkušenostı́, které mohou
být odvozeny z epizodické paměti;

• řı́zenou interakcı́ s okolı́m zaměřenou na zı́skánı́
dalšı́ch znalostı́, které mohou být nápomocny při
řešenı́ konkrétnı́ho problému (podobně, jako když
na Internetu vyhledáváme dodatečné informace).

Použitı́m takových kultivačnı́ch procedur se měnı́
(doplňuje) jak systémová báze znalostı́, tak i mecha-
nismy práce s nı́.

Sebe-zdokonalovánı́ znalostnı́ch teoriı́ Samotnou
schopnost odvozovat dalšı́ znalosti v rámci dané zna-
lostnı́ teorie však nelze považovat za hlavnı́ znak in-
teligentnı́ch systémů. Tı́m je až jejich schopnost vy-
lepšovat svoji znalostnı́ teorii, pomocı́ a v rámci které



tyto systémy generujı́ své znalosti. Inteligence takových
systémů prokazatelně roste, protože zı́skávajı́ kvalita-
tivně nové znalosti o znalostnı́ doméně, nad kterou pra-
cujı́.

Při použitı́ kultivačnı́ch procedur popsaných v
předchozı́m přı́padě se může stát, že systém zı́ská no-
vou znalost, které je ve sporu se znalostmi, které již
systém má. Bud’ si takovou znalost odvodı́ systém sám,
anebo ji zı́ská ”zvnějšku“ (třeba z Internetu) anebo
vlastnı́m pozorovánı́m a odhalenı́m nesouladu pozo-
rovánı́ s vlastnı́ teorii. Pro takové přı́pady musı́ mı́t
vyspělý systém mechanismy, které odhalı́ logickou in-
konsistenci své znalostnı́ teorie. Takovou vadu lze od-
stranit jedině změnou přı́slušné teorie. Systémy, které
jsou schopny sebe-zdokonalovat svoji znalostnı́ teo-
rii, a jsou navrženy tak, aby systematicky vyhledávaly
rozpory své teorie s fakty, zřejmě mohou automa-
ticky, pomocı́ svých vlastnı́ch mechanismů, zvyšovat
svoji vlastnı́ inteligenci, při jakékoliv rozumné de-
finici pojmu inteligence. Takové sebe-zdokonalovánı́
může pokračovat do té doby, pokud existujı́ rozporu-
plná fakta a systém je objevı́, a také pokud ve znalostnı́
doméně existujı́ nové, doposud neprozkoumané objekty
a jevy (Bostrom 2014). Takové systémy pak mohou, ale-
spoň teoreticky a v některých směrech, překonat inteli-
genci lidskou (Wiedermann a van Leeuwen 2017). Po-
jem sebe-zdokonalovacı́ch znalostnı́ch teoriı́ překonává
svým dopadem dosavadnı́ obecné představy o tzv. sebe-
zdokonalovacı́m software (viz např. Bostrom 2014),
protože identifikuje jako nutnou podmı́nku pro nárůst
inteligence kognitivnı́ch systémů znalostnı́ data, jejich
kvalitu i kvantitu (a tedy — kvalitu přı́slušných zna-
lostnı́ch teorı́ı́) a nikoliv efektivitu odpovı́dajı́cı́ch od-
vozovacı́ch mechanizmů.

4 Závěr

V přı́spěvku jsme ukázali nový pohled na výpočty, který
je chápe jako procesy generujı́cı́ znalosti a využı́vá tento
pohled k definici a pochopenı́ netriviálnı́ch vyššı́ch ko-
gnitivnı́ch funkcı́. Takovými funkcemi jsou důvoděnı́,
sebeuvědoměnı́, introspekce, porozuměnı́, svobodná
vůle, kreativita a sebe-zdokonalovánı́ znalostnı́ch te-
oriı́. Tyto funkce nelze elegantně popsat pomocı́ kla-
sického pohledu na výpočty, který považuje za výpočty
jakékoliv, i nesmyslné procesy, generované různými
modely počı́tačů. Takový pohled je nutně strojově ori-
entovaný a tudı́ž neposkytuje dostatečně abstraktnı́ a
obecný rámec pro definici zmiňovaných kognitivnı́ch
funkcı́ a jejich pochopenı́. Naopak, náš pohled přes teo-
rii kognitivnı́ch výpočtů ukazuje pomocı́ elementárnı́ho
abstraktnı́ho modelu kognitivnı́ho systému, který nenı́
zatı́žen žádnými technickými detaily, že všechny výše
zmı́něné kognitivnı́ funkce souvisejı́ se specifickými
znalostmi, které jsou generované v rámci téhož modelu.
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