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Abstrakt

V tomto piispévku se pokusim nacrtnout kontury dvou
dilezitych etickych teorii, jeZz nachdzeji vyznamné
uplatnéni v soucasné diskusi etiky umélé inteligence
a roboetiky: utilitarismu a deontologie. PfedloZim
stru¢nou charakteristiku obou etickych teorif a poukazi
na jejich silné a slabé stranky pfi feSeni praktickych
problémi.

1 Etika a uméla inteligence

Vzhledem k mohutnym pokrokiim na poli vyzkumu a
aplikace umélé inteligence a robotiky se do popredi
zajmu dostdvaji také hodnotové a etické otazky, které
se dotykaji vyzkumu, ndvrhu designu, pravidel jednani
a nasazeni systémi Al. Podivejme se na nésledujici
obrazek.
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Obr. 1: Etika Al a roboetika

Obrazek ukazuje, Ze oblasti etického zkouméni
Al a jejich rtznych forem ,ztélesnéni* se prekryvaji,
vyzaduji vSak také TfeSeni vlastnich specifickych
problémi. Napf. v pfipadé etiky spoleCenskych robotl
se klade velky diraz na socidlni dimenzi té€chto stroju,
kterd se promitd nejen do hledani etickych pravidel re-
gulace chovdni, ale vyraznou mérou zasahuje do sa-
motného procesu vytvareni jejich designu, ktery musi
spliiovat charakteristiky nutné pro to, aby tito roboti

mohli byt skute¢nymi lidskymi spolecniky. U bojovych
robotl se stfetdvame s klasickymi problémy ius in bello
(etickd pravidla vedeni véle¢nych konfliktd), u auto-
nomnich vozidel nds zase zajimaji etickd pravidla, jimiz
by se tyto automobily mély fidit v pfipadé neodvratné
kolize, v niZ je mozné rozhodnout o distribuci Gjmy.

V tomto kritkém piispévku se nemohu vénovat
obecnym otdzkdm etiky umélé inteligence ¢i speci-
fickym etickym problémim v ramci jejich rtznych
sfér aplikace. Pokusim se proto charakterizovat dva
dalezité etické systémy, s nimiz se v dnes$ni diskusi
setkdvdme nejCastéji (utilitarismus a deontologickou
etiku), a ukdzat jejich silné i slabé stranky.

Oba dva etické systémy maji celou fadu riznych
variant, kterym se zde nemohu vénovat. Pokusim se je
proto popsat zptisobem, jenZ se mi zda nejvhodné&jsi pro
jejich aplikaci v kontextu Al a robotiky. Je vSak docela
dobfe mozné, Ze rizna ztélesnéni Al budou vyuZzivat
rizné etické pristupy, napiiklad kombinaci utilitarismu
a zdkladnich deontologickych omezeni, pravdépodobné
se také setkdme s tim, Ze v rdmci odliSnych oblasti
vyuzivani Al bude tfeba klast diraz na jiné etické
systémy a jejich kombinace. Autonomni vozidla se
napfiklad budou fidit sdilenou etikou Al, ale v piipadé
koliznich situaci se do poptedi dostane utilitaristicka
etika minimalizace Gjmy. Podobné v ptipadé 1€katskych
expertnich systémi bude diraz kladeny na etiku deon-
tologickou, v nékterych piipadech doplnénou utilitaris-
mem, zatimco spoleCensti roboti se budou podfizovat
nékterym principiim etiky péce a etiky ctnosti.

2 Utilitarismus

2.1 Charakterizace utilitarismu

voew s

Utilitarismus  predstavuje jednu z nejvlivnéjSich
soucasnych etickych teorii s Sirokou skalou aplikaci ve
vSech oblastech lidské praxe, od védeckého vyzkumu,
mediciny, vojenské etiky aZ po populacni etiku Ci
etiku umélé inteligence a roboetiku. Jednim z divodu
Siroké roz$ifenosti utilitarismu je zdédnlivé snadna
aplikovatelnost v praxi, véetné feseni slozitych etickych
dilemat, a pomérné minimalni metaetické predpoklady.



Utilitarismus vychazi z nékolika jednoduchych
predpokladt (Mulgan|(2007).

1. Konsekvencialismus. Je-li X néjaky aktér, ¢;
mozné jednani v situaci S a d1,...,d, disledky
¢; v S, potom o mordlnim hodnoceni (spravné
— nespravné) ¢; rozhoduji pouze disledky
01, ..., 0,(Driver| (2012)).

2. Nestrannost. Je-li X néjaky aktér a ¢q,...,¢,
jsou mozné alternativy jednani v situaci S, potom
X musi disledky ¢y, . .., ¢, posuzovat nestranné.

Struény komentar:

1. X se v S rozhoduje, zda porusit (¢) ¢i neporusit
(—¢) slib. Ve své praktické rozvaze bere v tivahu
pouze jediny normativni faktor ud€lujici ¢ a —¢
jejich etické hodnoceni: dusledky. Do své tvahy
tedy nezacleniuje jiné mozné normativni faktory,
napf. to, Zze poruseni slibu mize samo o sobé
predstavovat typ jedndni, které je mordlné ne-
spravné. Jsou-li dusledky ¢ ,lepsi‘ nez dusledky
=¢, potom X slib porusi.

2. X se v situaci S rozhoduje mezi jednanim ¢; a
¢, jejichZ disledky se dotykaji dvou lidskych by-
tosti: ¢, se dotyka L, ¢ se dotykd Lo. X musi
disledky obou variant jednani hodnotit bez ohledu
na to, zda a pfipadné jak je vztazeny k L, a Lo
(napt. pribuzensky), dokonce i bez ohledu na to,
zda plati X = L;.

Kromé dvou piedpokladd vymezujicich t¥idu
morélné relevantnich  faktord  (konsekvencialis-
mus) a zpasobu jejich hodnoceni (nestrannost)
jesté potrebujeme procesni pravidlo, které pro kazdého
aktéra X, situaci S'a mozné varianty jednani ¢4, .. ., ¢,
jednoznacné vybere to jedndni ¢;, které je moralné
spravné.

Pfedpoklddejme, Ze se urcity systém umélé in-
teligence (SUI) nachdzi v situaci S, v niZ se pred
nim otevira nékolik moZnosti jednani ¢, ..., ¢,. SUL
prifadi kazdé varianté jednani ¢; urcity uzitek I;.
Predpokladejme déle, Ze tfida hodnot {I;,...,I,} md
maximum, jimzZ je feknéme hodnota 5. Podle utilita-
rismu je pro SUI v situaci S, zahrnujici varianty jednani
@1, .., ¢n, moralné spravné jednani, které maximali-
zuje uzitek, tj. v naSem piipadé€ ¢3. Namisto uzitku budu
také hovofit o hodnot€ jedndni ¢; a oznaCovat ji |¢;|. Je
ziejmé, ze |¢;| = I;.

Utilitarismus tedy poZaduje, abychom maxima-
lizovali uzitek; maximalizace uZitku je jedinym pro-
cesnim pravidlem tohoto etického systému.

Hodnotu |¢;| jedndni ¢; jsem oznadil za uZitek.
Utilitarismus je nekompletni, dokud pfesné nespecifiku-
jeme povahu tohoto uzitku. Jak vSak uzitek definovat a
kvantifikovat? Utilitarismus patii mezi tzv. welfaristické

teorie, povazuje welfare (jak dobry Zivot urcitého sub-
jektu S je) za klitovy normativn{ faktor, nebot disledky
01,...,0, variant jednani ¢1, ..., ¢, vyhodnocujeme
na zéakladé jejich pozitivniho ¢i negativniho (pfipadné i
neutrdlniho, nastane-li takova situace) prispévku k wel-
fare S.

Uzitek je mozné definovat riznymi zptisoby, které
odpovidaji raiznym koncepcim welfare. NejCastéji se v
kontextu utilitarismu setkdvdme s dvéma teoriemi wel-
fare (dobrého Zivota):

1. Hédonismus (Carson|(2011)).

e Vgcny stav ,,5 zazivd v Case t; potéSeni v
mife D je jedinou kladnou hodnotou (pozi-
tivnim pfispévkem k dobrému Zivotu).

e Vécny stav ,,S zazivd v Case t; utrpeni v
mife D je jedinou negativni hodnotou (ne-
gativnim prispévkem k dobrému Zivotu.

2. Preferencialismus (Olsaretti| (2000)).

e Vécny stav ,,S v Case t; touzi po tom (pieje
si, aby), aby propozice P byla pravdivd v
mife D a P je pravdivd“ je jedinou kladnou
hodnotou (pozitivnim piispé¢vkem k dobrému
Zivotu).

e Vgcny stav ,,S v Case t; touzi po tom (pieje
si, aby), aby propozice P byla pravdivd v
mife D a P je nepravdivd“ je jedinou ne-
gativni hodnotou (negativnim piispévkem k
dobrému Zivotu.

Velmi dilezitym prvkem utilitaristického kalkulu
je predpoklad, Ze disledky jednani lze vyjadfit v po-
jmech uZitku, tj. lze je kvantifikovat a srovndvat (ma-
ximalizace totiZ vyjadfuje ideu, Ze mordlné spravné
jednani je takové, které ma nejvysSi hodnotu). Jak
by takovd kvantifikace mohla vypadat? UkdZeme si
to na prikladu hédonismu (Feldman| (2004))). Nejdiive
musime stanovit n&jakou zdkladni jednotku potéSeni —
nazveme si ji hédonem a oznacime H —, dile musime
urcit zakladni jednotku utrpeni — nazveme si ji dolorem
a oznac¢ime D —, a nakonec uréime, Ze plati:

|H| = [D]. M

Absolutni hodnota hédonu je rovna absolutni
hodnoté doloru, dolory maji jako negativni hodnoty
zapornou hodnotu. Déle uréime, Ze mnozstvi hédont
néjaké pozitivntho vécného stavu v t¢; je rovno D,
tj. mife potéSeni v t;, pfipadné Ze mnoZzstvi hédonu
Sum(D)<y, +;> vécného stavu v intervalu < t;,t; >
je rovno celkovému mnoZzstvi hédont mezi ¢; a t;.

Analogicky budeme postupovat v piipadé dolora.
Koneénym krokem je uréeni balance hédonti a dolord,
vyjadiené pojmem hédono-dolorické balance (H DB),
pro niz plati:



HDB =H + D. 2)

Reknéme, Ze HDB osoby S je rovna a a aktér X
zvaZzuje varianty jednani ¢1, ¢, ¢3, pro které (vzhledem
k S) plati: [p1] = 5, |¢p2] = —7, |¢p3] = 12. Tato tii
¢isla urcuji, jak (kvalita — pozitivn€ — negativné) a v jaké
mife (kvantita) jednani ¢, ¢o, ¢3 ovlivii HDB S. Je
ziejmé, Ze dve varianty — ¢1, ¢3 — zasdhnou do welfare
S pozitivné (zlepsi Zivot S), zatimco jedna varianta —
¢o — ovlivni welfare S negativné. Vzhledem k tomu,
Ze hodnota jednani ¢3 je nejvyssi, jednd se o moralné
spravné jednani

Celou rozhodovaci proceduru ndzorné shrnuje
nasledujici obrazek:

Je jednani J
morélné spravné?

l

J neni moralné
e
J je moralné
spravné.

Obr. 2: Utilitarismus ¢int: rozhodovaci procedura

Utilitaristickd praktickd rozvaha mutze mit jesté
jednu podobu. Namisto hodnoceni disledkti kazdého
konkrétniho Cinu (proto o vySe popsané verzi utilita-
rismu hovofime jako o utilitarismu ¢ind) hodnotime
obecné mordlni normy a volime takové, jejichZ inter-
nalizace ve spole¢nosti mé nejlepsi disledky
(2000)). Je-li tedy A obecnd mordlni norma, pod niz
spadajici jednani ma nejlepsi mozné dusledky, potom

lUZitek || jedndni é; je odvozenou veliinou, kterou ziskdme
tak, Ze uréime mnoZinu {d1,...,0n} disledki ¢;, kaZdému
dasledku pfifadime jeho uzitek a posléze je seteme.

pro aktéra X v situaci S plati, Ze spada-li z existujici
mnoziny jednéani {¢1, ..., ¢, } n&jakd varianta ¢; pod
normu A, potom je ¢; mordln€ spravné jednani. Této
verzi utilitarismu fikame utilitarismus pravidel a jeho
rozhodovaci proceduru shrnuje nasledujici obrazek:

Je jednani J
moralné spravné?

Jednani je
"

Obr. 3: Utilitarismus pravidel: rozhodovaci procedura

2.2 Aplikace utilitarismu v etice AI a roboetice

Utilitarismus pfedstavuje velmi pfimocarou etickou te-
orii, kterd muze byt pomérné snadno aplikovatelna v
praxi. Pfesto jsou s ni spojeny urcité potize, které se zde
pokusim velmi stru¢né popsat.

Jednim z dulezitych pfedpokladi vtélenych do
systému utilitaristickém etiky je nestrannost: jestlize
aktér X v dané situaci S hodnoti mozné disledky svého
jednani (variant jednani, pfiCemz i nejednd je varian-
tou jedndni), musi je zvaZovat bez ohledu na to, zda
se tyto disledky dotykaji jeho samého, lidi, s nimiz je
spiiznény ¢i spojeny riznymi spoleCenskymi vazbami,
jako je pratelstvi, sousedstvi apod. Mohl by se ale ta-
kovou etikou fidit napf. pecovatelsky robot, ktery je
nasim majetkem a byl zakoupeny pro to, aby se staral o
nasi babicku v domové diichodcti? Chapali bychom jako
eticky pftijatelné, aby tento robot nepfetrZité¢ monitoro-
val své okoli, dal$i obyvatele domova dichodct a ne-
ustale na zakladé maximalizace uzitku hodnotil, komu
ma ve skutecnosti v dané situaci vénovat svou pozor-
nost?

Tento problém by ziejmé Slo vyfeSit tak, Ze by
se tito roboti fidili pravidlem, podle kterého maji vZdy
a za vSech okolnosti ddvat pfednost svému majiteli ¢i
tomu, do jehoz péce jsou svéfeni. V takovém pripadé by
se vSak nejednalo o utilitaristickou etiku, pfinejmensim



ne o jeji Cistou verzi, protoze by byla doplnéna timto
deontologickym pravidlem, v jehoZ ramci (vZdy davat
prednost majiteli) by robot ddle mohl jednat ve shodé s
utilitarismem.

Uvazme jiny priklad, etiku koliznich situaci au-
tonomnich vozidel (AV). Tato etika muze mit pomérné
jednoduchou strukturu: za vSech okolnosti minimalizuj
Ujmu. Znamend to tedy, Ze se AV maji touto etikou
fidit vzdy, i za tu cenu, Ze obé€tuji posddku v piipadég,
Ze uzitek jejiho ob&tovani je byt i jen o malo v&ti,
nez uzitek neobétovani? Budou si vSak lidé ochotni
si takovd AV kupovat, budou ochotni jim svéfit své
blizké a milované? Pokud ne, bude to mit daleZité etické
dusledky. Autonomni doprava slibuje sniZit pocet obéti
dopravnich nehod az o 93 %, nicméné nebudou-li lidé
ochotn{ si tato utilitaristickd vozidla kupovat, vyraznou
mérou to zbrzdi nastup autonomni dopravy se vSemi be-
nefity, které slibuje. Podobné si ale lidé nebudou prat
vozidla, které daji pfednost posadce za vSech okolnosti.
Naptiklad v situaci jeden fidi¢ — pét déti na prechodu si
vétsina lidi bude myslet, Ze by AV mélo obétovat fidice,
tedy posadku.

Opét by bylo mozné tuto situaci vyfeSit tak,
Ze by AV kombinovala dva typy etickych tvah, uti-
litaristické a deontologické. Prostfednictvim experi-
mentdlniho vyzkumu mordlnich intuic potencidlnich
uzivateld AV by bylo mozné zjistit, kde nastavit prahy,
odd€lujici oba dva etické pristupy. Vysledkem by byl
hybridni eticky systém, ktery by AV pfikazoval dat
prednost posadce bez ohledu na disledky (deontologie),
ale pouze do urcité poméru zpisobené djmy. Za timto
empiricky zjisténym prahem (napf. pomér 1 Zivot ku 3)
by se AV jiz chovala utilitaristicky. Tuto hybridni po-
vahu etiky AV lze ospravedlnit vnéjSich kritériem uti-
litaristické povahy, totiZ tim, Ze zavedeni AV do pro-
vozu uSetii roéné desitky tisic Zivotl, obrovské skody
na zdravi a na majetku.

I kdybychom vSak dosli k néjakému hybridnimu
etickému systému AV, problémy by nastaly v okamZiku
prekroCeni prahu smérem k utilitaristické komponenté.
Jak budeme urcovat disledky jednani? Nabizi se jed-
noduché feSeni: uréime tfi kategorie Ujmy — Gjmu na
Zivotech, djmu na zdravi a ijmu na majetku. Provadét
kvantifikaci a srovnavani v rdmci jednotlivych kategorif
by nemuselo byt tak obtizné (1 Zivot vici péti, jedna
zlomena ruka oproti bouli na hlavé, skoda 100 000
korun vici miliénové skodé apod.), jak vSak budeme
provadeét kvantifikaci a srovndvani mezi riznymi kate-
goriemi Ujmy, napf. mezi Gjmou na Zivotech a Gjmou na
zdravi? Je moZné fici, Ze jeden lidsky Zivot je pfevaZeny
péti zlomenymi rukami a jednou zlomeninou patefe? A
skutecné je eticky korektni takova srovnavani provadeét
a dovolit AV, aby dalo prednost minimalizaci obrovské
majetkové tijmy a obétovalo jeden lidsky Zivot?

Nebo se zamysleme nad lékafskymi expertnimi
systémy, které by mohly Iékafim pomahat se
svizelnymi etickymi problémy, napf. s alokaci vzacnych

zdroju v kontextu transplantaéni mediciny. Pfedstavme
si, ze lékafi maji pét pacientl, ktefi nutné potfebuji
transplantaci vitdlniho organu, nemaji vSak zadného
vhodného diarce. MiZe expertni systém doporucit
zabiti zdravého pacienta bez pfibuznych a pouZiti
jeho organd? Z hlediska utilitarismu neni rozdil mezi
zabitim (usmrcenim pacienta) a ponechanim zemfit
(neposkytnutim organi péti pacientim) — dusledek je
pokazdé stejny. Chtéli bychom vsak, aby se 1ékari fidili
radami takto uvaZujictho systému umélé inteligence?
Nemél by obsahovat néjaka zdsadni omezeni (spadajici
opét do deontologické etiky) typu ,usmrceni nevinného
clovéka je za vSech okolnosti nepfipustné, bez ohledu
na dasledky*“? Vysledkem by opét byl systém, ktery je
z etického hlediska hybridni, nebof kombinuje dva typy
uvah - utilitaristickou a deontologickou.

Na zdkladé téchto uvah, které zde nemohu déle
rozvadét, se domnivam, Ze se s utilitaristickou etikou
nebudeme v Cisté podobé v oblasti Al a robotiky pfilis
setkavat, tiebaZe ma celou fadu velmi vlivnych zastanct
a po prekondni uritych problémi (napf. uréeni hodnot
jedndni) by byla velmi snadno implementovatelnd do
fidicich algoritmu systémi umélé inteligence.

3 Deontologicka etika

Pod hlavickou ,deontologické systémy* se skryva cela
fada etickych pfistupt, které je obtizné jednoduse a
jednoznacné charakterizovat (Kagan| (1998)). Obvykle
pro n& plati, Ze pracuji s obecnymi etickymi principy
(napt. respektem k lidské autonomii), které ukotvuji
celou fadu obecnych moralnich norem. Deontologické
systémy se Casto pouzivaji pfi formulaci etickych pro-
fesnich norem, napt. norem lékarské etiky, etiky soudcd,
novinéiské etiky, roboetiky apod.

V pifipadé deontologickych etik se setkdvame s
odmitnutim principu maximalizace uZitku. Namisto n¢j
se vétsinou postuluje celd fada obecnych negativnich a
pozitivnich morélnich norem, které uklddaji negativni
(napf. nezabije§) ¢i pozitivni (napf. poméhej lidem v
nouzi) povinnosti.

Deontologické etiky tedy mohou postupovat tak,
Ze nejdiive uréi obecné moralni principy, v nichZ jsou
zakotveny obecné moralni normy. Nechi T piedstavuje
tfidu morélnich norem. Ttfida ®,® C 7T je tfidou pozi-
tivnich moréalnich norem vyjadienych formou prikazi
¢i doporuceni (,Musi§ pomdhat rodin€”, ,M¢l bys
pomahat hladovéjicim détem v Africe apod.), zatimco
tiida ¥, ¥ C 7T je tfidou negativnich moralnich no-
rem (,Nikdy nesmi§ usmrtit nevinnou lidskou bytost®,
,Muceni je za vSech okolnosti nepfipustné” apod.). Pro
tyto tfi tfidy plati:

PUT =T 3)

ONT=( 4



Tiidy ® a ¥ se nelisi pouze zpusobem ukladan{
zavazku, ale také tim, ze o tiidé ® Casto fikame, Ze
jejf prvky jsou platné semper sed non ad semper (vidy,
ne za vSech okolnosti), zatimco prvky tfidy ¥ jsou
platné semper et ad semper (vidy a za vSech okol-
nosti) (1991)). Je to pomérmné jednoduché: ne-
gativni normy jasn¢ vymezuji urCité formy jednani a
specifikuji je jako moralné nepfipustné, pozitivni normy
sice plati vZdy, je vS8ak mozné je napliiovat v riznych
situacich rtiznym zptsobem. Zdkaz vrazdy jasné defi-
nuje, co nesmime, a plati vZdy a za vSech okolnosti,
prikaz pomadhat bliznimu vSak nespecifikuje mozné va-
rianty jednéni, které lze chapat jako pomoc bliznimu,
ani neurcuje, koho bliZnim mdme vlastné myslet (po-
moc bliZznimu se tak miZe za urCitych okolnosti prosté
redukovat na pomoc vlastni rodiné).

Deontologickd etika tedy poZzaduje, abychom
nejdiive urCili povahu jednini ¢; (vrazda, zabiti v
nedbalosti, krddeZ, pomoc bliznimu, nevéra, sebe-
vrazda...) a poté povahu ¢; srovnalis Y:

e Spadi-li ¢; pod @, potom je ¢; mordlné spravné a
ipso facto ptipustné.

e Spadd-li ¢; pod W, potom je ¢; moralné
nepiipustné.

e Nespadi-li ¢; pod Y, potom je moralné indife-
rentni.

Rozhodovaci proceduru v rdmci deontologické
etiky shrnuje nasledujici obrazek:

Je jednani J
moralné spravné?

Obr. 4: Deontologicka etika: rozhodovaci procedura

Priklad: Medicinsky robot zvazuje, zda odebrat
orgdny zdravému cClovéku a zachranit tak Zivoty péti

nemocnym a umirajicim pacientim. Takové jednan{ by
sice maximalizovalo uZitek, tento robot vSak postupuje
podle pravidel deontologické etiky: usmrceni nevinné
lidské bytosti spadd do kategorie ,vrazda“ a vrazda je
typem jednédni zapovézeném negativni moralni normou
,vrazda je za vSech okolnosti nepfipustnd*.

Deontologick4 etika se Casto interpretuje tak, Ze
uklada negativni a pozitivni povinnosti:

1. Negativni moralni povinnost. Je-li X ngjaky
aktér, potom X md negativni povinnost P7,
existuje-li jednani ¢; takové, Ze Py, € W.

2. Pozitivni moralni povinnost. Je-1i X néjaky aktér,
potom X ma pozitivni povinnost Ppi, existuje-li
jedndni ¢; takové, Ze Pgi c o.

Pozitivni a negativni mordlni povinnosti nelze
mezi sebou néjakym zplGsobem poméfovat, tj. jakasi
moraln{ aritmetika, s niZ jsme se setkali napf. v pfipadé
etiky minimalizace Gjmy (3 Zivoty vici jednomu apod.),
je moznd pouze v ramci jednotlivé kategorie moralnich
povinnosti. Neni tedy napf. moZné napliiovat pozitivni
povinnosti (napf. zachranit Zivot péti pacientim), pokud
by byla porusena negativni povinnost (neusmrtit nevin-
nou lidskou bytost).

Deontologické pristupy k regulaci Al jsou vice
v souladu s mezindrodnimi dmluvami ukotvenymi
lidskymi pravy a respektem k lidské distojnosti, svo-
bodé¢, rovnosti a solidarnosti nez etiky zaloZené na utili-
taristické rozvaze.

Pokud vSak chceme formulovat konkrétni obecné
morélni normy, musime se shodnout na zdkladnich prin-
cipech, o néZ by se tyto normy opiraly. V soucasnosti
se v oblasti etiky Al nejCastéji zminuji nasledujici prin-
cipy:

Princip beneficence

obro

Princip non-maleficence

* Neptlisob Gjmu

Princip autonomie

* Respektuj autonomii lidskych bytosti a jejich aktérstvi

Princip férovosti

* Bud' férovy

Princip transparentnosti

« Jednej transparentné

Obr. 5: Principy etiky Al

Podivejme se na jednotlivé principy ponékud po-
drobné;ji:

e Princip beneficence se pohybuje v roviné pozi-
tivnich morédlnich norem a zavazkd a poZzaduje,
aby se Al chovala k lidem zptsobem, ktery ak-
tivné pfispivd k rozvoji jejich welfare, jak v in-
dividudlni, tak i spoleCenské drovni. MidZe zahr-
novat podporu demokratickych procest a vlady
prava ve spoleCnosti, zajisténi sluzeb a statki ve



vysoké kvalit¢ a za nizkou cenu, tyka se ale
dobé medicinskych expertnich systému a robott ¢i
spoleéenskych a socidlnich roboti, v€etné sexbott.

e Princip non-maleficence spadd do negativni ob-
lasti moralnich norem a povinnosti a ukldda
Al, aby svym jednanim nepusobila lidskym by-
tostem Gjmu. Ujmu zde musime chédpat velmi
Siroce, od Ujmy na zdravi ¢i Zivoté aZ po psy-
chickou. Vzhledem k tomu, Ze k lidskému wel-
fare vyraznou mérou pfispiva i kvalita Zivotniho
prostiedi, je mozné timto principem odtvodnit
moralni normy zakazujici Al poSkozovat Zivotn{
prostiedi ¢i pusobit Gjmu Zivo¢ichiim, zv14sté tém,
vici nimz mame silné emociondlni vazby.

e Princip autonomie vyjadiuje vysoky respekt k
lidskym bytostem jako autonomnim aktértim, ktef{
maji pravo informované a svobodné urovat kon-
tury svého dobrého Zivota a v mezich moralky
tento zivot napliiovat. MiZe zakotvovat moralni
normy zakazujici Al obelhdvat lidské bytosti,
nepfesné je informovat ¢i jinak omezovat jejich
moznosti informované volby, nemluvé o norméach
zakazujicich neopravnéné je omezovat ve svobodé
vyznani, ndzoru, projevu a pohybu.

e Princip spravedlnosti vyzaduje, aby byl vyvoj,
vyuziti a regulace Al férovy, nediskriminoval
urcité skupiny obyvatel a umozZiioval jim férovy
pfistup k benefitdm — napt. v oblasti vzdélani,
Iékarskych procedur ¢i sluzeb — poskytovanych Al.
Princip férovosti v oblasti vzacnych zdroji — a
Al a jeji sluzby zatim nejsou pfistupné vSem —
nevyzaduje, aby vSichni dostali stejn€, nybrz to,
aby jejich potieby byly férové vzaty v dvahu.

e Princip transparentnosti je specifickym prin-
cipem etiky umélé inteligence a pozaduje, aby
systémy umélé inteligence byly kontrolovatelné a
alespoil v zdkladnich obrysech srozumitelné viem
lidem. Tento pozadavek je kliCovy vzhledem k
tomu, Ze systémy Al jsou a stile vice budou
soucasti nasi spolecnosti ve vSech jejich dimenzich
a duvéra lidi v umélou inteligenci je nutnd pro
vzdjemnou a dobrou koexistenci lidi a Al, bez
niZ se benefity s Al spojené budou jen obtizné
uplatiiovat. V rdmci principu transparentnosti lze
jako mordlni pozadavek vyzadovat také transpa-
rentni pravni Upravu regulujici vyuziti systému Al,
zvlasté v oblasti ochrany osobnich udaji ¢i od-
povédnosti umélych systémi.

Tyto principy umoziuji formulovat celou fadu
pozitivnich a negativnich moralnich norem, jimiz by
se Al méla tidit, aby se mohla stit duvéryhodnou
(trustworthy) umélou inteligenci, kterd bude:

1. Respektovat lidskou distojnost, prava a hodnoty.

2. Byla technicky natolik robustni, aby byla transpa-
rentni a spolehliva.

I tento pfistup md vSak celou fadu problému,
jez nastdvaji v okamziku, kdy se jednotlivé principy
dostavaji do konfliktu. Chapeme-li je jako absolutni, ne-
existuje zZadné feseni tohoto konfliktu a uméla inteli-
gence Tidici se timto pfistupem by se v praxi velmi Casto
dostavala do situace, kdy by nevédéla, jak postupovat.
Regeni by mohlo spo&ivat v tom, Ze bychom principy
a z nich odvozené normy a povinnosti nechdpali ab-
solutné, jako platné vzdy a vSude, ale jako tzv. prima
facie principy (normy a povinnosti). O né€jakém prin-
cipu (moralni normé) fikame, Ze je prima facie, pokud
je platny, mohou ale nastat situace poskytujici divody
prevazujici platnost tohoto principu. Otdzkou potom sa-
moziejmé je, jak presné urcit, kdy a které divody dany
princip prevazuji.

4 Case study: autonomni vozidla

Domnivim se, Ze popsané problémy pomérné
presvédcivé ukazuji, Ze se v pripadé etiky umélé
inteligence budeme muset vzdat predstavy, Ze k jeji
regulaci bude moZné vyuZzit pouze jeden ,Listy* eticky
systém (jako je utilitarismus ¢i néjaka verze deon-
tologické etiky). SpiSe budeme muset vyuZivat vice
etickych systémd, kazdy zaméfeny na specifické cile
daného systému umélé inteligence.

Zamétfme se napt. na etiku regulujici provoz auto-
nomnich vozidel (AV). V pripadé AV musime rozlisit
nékolik etickych rovin; prvni z nich se tykd samotné
existence téchto sofistikovanych robotu a jejich etickych
a spolecenskych disledkd. Podivejme se na nasledujici
graf (Mauer M.|(2015)):

Pficiny dopravnich nehod (%)
Jiné piiginy
Prostfedi/pocasi
Technické selhani

Lidské selhani

0,00 20,00 40,00 60,00 80,00 100,00

NN e

Obr. 6: Pficiny dopravnich nehod

Drtiva vétSina dopravnich nehod je zplsobena
lidskym faktorem. Na celém svété dochdzi rocné zhruba
k 1.240.000 smrtelnych dopravnich nehod, v CR bylo v
roce 2017 pii nehodach usmrceno 502 lidi. VSechna tato
¢isla ukazuji, Ze zavedeni AV do provozu je skute¢nym
moralnim imperativem, protoZe bude mit blahodarné
ucinky, vyraznou mérou sniZi pocet dopravnich ne-
hod (v idedlnim piipadé az o 93 %). Méame zde tedy
prvni mordlné relevantni faktor: dusledky zavedeni
urcité technologie, v tomto piipadé AV, do praxe. Kdyz



zvaZujeme etickd pravidla regulace chovani AV, musime
mit tento faktor neustdle na paméti. Je nepochybné, ze
se AV budou dostavat do eticky problematickych situaci
anékdy v nich budou jednat v rozporu s moralnimi intu-
icemi urcité casti populacem, tento fakt je vSak vyvazen
benefity, plynoucimi z existence AV.

Aby vsak celd spole¢nost mohla mit prospéch z
AV, je nezbytné, aby se stala skutecné rozsifenou tech-
nologii, coZ samoziejmé také predpoklddd, Ze si je
lidé budou chtit kupovat, budou ochotni jim svéfovat
své Zivoty a Zivoty a Zivoty svych blizkych. Prvni
normativni faktor (prospéch z existence a vyuZzivani
AV) predstavuje silné — ziejmé dokonce presvédCivé —
divody k zavedeni AV do provozu, to ale predpoklada
ochotu potencidlnich kupci si tato vozidla skuteéné
kupovat. Je proto tfeba védét, jaké jsou mordlni intu-
ice téchto potencidlnich uzivatelt AV, zvlasté v piipadé
moznych koliznich situaci.

Vyzkumy ve svété (Bonnefon| (2016)) i1 ndas
vlastni, zatim nepublikovany vyzkum ukazuji, Ze lidé
nemaji konzistentni postoje. TfebaZe si vétSina z nich
mysli, Ze spravny moralni algoritmus fidici AV by mél
respektovat principy etiky minimalizace Gjmy (utilita-
rismus) — takovému autu jsme dali ndzev Poctar —, po-
kud by si mohli volit z vice variant, dali by pro sebe a
svou rodinu pfednost typu Tank, tj. algoritmu, ktery by v
koliznich situacich chréanil posadku. Napft. v ptipadé, Ze
by volili pro sebe, rozhodovali by se v tajné volbé (ne-
bylo by zfejmé, zda vlastni Tank, nebo Poctare) vyrazné
jinak, nez ve volbé vefejné ¢i v obecném hodnocent,
jaky typ mordlniho algoritmu je spravny:

Osobni volba mezi Pocitadlem a Tankem

20
10
0

Tank Pocitadlo

mProsebevefejné  mPro sebe tajné

Obr. 7: Tajnd a vefejna volba fidiciho algoritmu

Pokud tedy chceme, aby AV naplnila sviij moraln{
potencidl, musime najit rovnovdhu mezi etickymi intui-
cemi jejich potencidlnich uzivateld a regulaci chovani
AV v koliznich situacich. Software AV ziejmé bude
vyuZzivat dva etické systémy — utilitarismus, ukl4dajici
minimalizaci djmy -, a néjakou formu deontolo-
gické etiky, uklddajici ochranit posddku. O aplikaci
prvniho ¢i druhého systému bude rozhodovat metaprin-
cip (,nyni minimalizuj 4jmu”, ,nyni chrail posddku®),
ktery v piipadé¢ prekroceni empiricky (na zdkladé
vyzkumu mordlnich intuic) uréeného prahu zaloZeného
na srovnavani celkové djmy rozhodne, zda v dané
konkrétni situaci pouzit prvni ¢i druhy eticky systém.

V praxi by to mohlo vypadat napf. takto: prah (pro
Zivoty) 1: 2. Je-li tedy v AV jeden fidi€ a na silnici jeden
¢i dva chodci, metapravidlo urc¢i, Ze v piipadé hrozici
smrtelné kolize se AV ma4 fidit deontologickou etikou.
Je-1i prah piekroceny (jeden fidi€ — tfi chodci, dva spo-
lujezdci — Sest chodci ... ), metapravidlo rozhodne, 7Ze
se AV musi fidit etikou minimalizace Gjmy.
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