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Matej Pecháč
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Abstrakt

Učenie posilňovanı́m s využitı́m hlbokých neurónových
sietı́ ukázalo, že poskytuje užitočný nástroj pre učenie
agentov v spojitom aj diskrétnom prostredı́. Avšak
agenty sú stále limitované v učenı́ sa úloh, ktoré im
musı́ zadat’ dizajnér daného experimentu. Nedisponujú
mechanizmami na generovanie vlastných ciel’ov a úloh,
ktorými by mohli zväčšovat’ svoj repertoár znalosti
o prostredı́. Je možné sa inšpirovat’ psychologickými
štúdiami o l’udskom vývine, obzvlášt’ o aktı́vnom
učenı́ motivovanom zvedavost’ou, ktoré prekonáva ty-
pické prı́stupy, kde ciel’om je zvládnut’ iba jednu
úlohu. Učenie založené na internej motivácii môže
rozšı́rit’ učenie posilňovanı́m zaujı́mavým spôsobom,
ktorý umožnı́ agentom napodobňovat’ inteligentné cho-
vanie s neustálym rozvojom. V článku uvedieme nie-
kol’ko spôsobov ako pristupovat’ k internej motivácii
v tomto kontexte.

1 Úvod

Jedným z hlavných problémov pri učenı́ posilňovanı́m
je efektı́vne preskúmanie prostredia a nájdenie
takých stavov alebo udalostı́, ktoré agentovi poskytnú
najvyššiu odmenu. Skúmanie prostredia zabezpečujú
rôzne techniky (ε-greedy, Bolzmannova metóda,
”stı́hacia”metóda), ktoré však viac, či menej náhodne
vyberajú akcie, ktorými sa dostáva agent do nových
stavov. Pre komplexné prostredie s vel’kým počtom
stavov sú však časovo aj výpočtovo náročné a v praxi
neefektı́vne. Prı́stupy internej motivácie ponúkajú sadu
metód, ktoré dokážu zefektı́vnit’ skúmanie prostredia a
nasmerovat’ agenta do málo navštı́vených či neznámych
častı́ stavového priestoru.

2 Učenie posilňovanı́m

Učenie posilňovanı́m (Sutton a Barto, 1998) je oblast’
strojového učenia zameraná na učenie agenta pomo-
cou interakcie s prostredı́m, v ktorom sa nachádza.
Agent vyberá akcie zo svojho repertoára, vykonáva ich
a následne pozoruje nový stav. Prostredie, v ktorom
agent pôsobı́, je často formalizované ako Markovov roz-
hodovacı́ proces. Ten definuje množinu stavového pries-
toru S, priestoru akciı́ A, prechodovú funkciu medzi

stavmi T a funkciu odmenyR a faktor zl’avy γ. Zároveň
s novým stavom dostáva agent z prostredia aj odmenu r.
Hlavným ciel’om agenta je nájst’ také pravidlá π, ktoré

maximalizujú očakávanú odmenu Rt =
∞∑
k=0

γkrt+k.

Na riešenie tohto problému bolo skonštruovaných nie-
kol’ko algoritmov, kde medzi najznámejšie určite patrı́
Temporal difference (TD) algoritmus (Sutton a Barto,
1998), SARSA (Rummery a Niranjan, 1994), či Q-
learning (Watkins a Dayan, 1992). V súčasnej dobe
sa často použı́vajú Deep Deterministic Policy Gra-
dient (DDPG), Asynchronous Advantage Actor-Critic
algoritmus (A3C) , Trust Region Policy Optimization
(TRPO), Proximal Policy Optimization (PPO) , Conti-
nuous Actor-Critic Learning Automaton (CACLA) a iné
v závislosti od skúmanej domény. Referencie kvôli roz-
sahu neuvádzame.

3 Interná motivácia

Motivácia predstavuje komplexný psychologický fe-
nomén, do ktorého spadá prekvapenie, zaznamena-
nie niečoho nového, nesúlad či výzva. Preto ju popi-
suje vel’ké množstvo teóriı́, z ktorých niektoré spome-
nieme. Teória potrieb je založená na tvrdenı́, že l’udia
hl’adajú možnosti ako zabezpečit’ svoje potreby, skúmat’
svoje prostredie a hl’adajú spôsoby kontrolovat’ ho.
Teória kognitı́vnej disonancie vysvetl’uje motiváciu ako
redukciu rozdielu medzi nadobudnutou skúsenost’ou
a očakávaným výsledkom, ktorý je výstupom našich
vnútorných kognitı́vnych štruktúr. Teória ”flow” pri-
pisuje najväčšiu motiváciu riešeniu problémov, ktoré
majú optimálnou obtiažnost’ vzhl’adom na schopnosti
človeka. Referencie kvôli rozsahu opät’ neuvádzame.
Poznatkami týchto teórii sa je možné inšpirovat’ a využit’
ich pri zavedenı́ motivácie u umelých agentov. Pri for-
malizácii motivácie je možné ju rozdelit’ na externú
rextr a internú rintr. Externá motivácia má zdroj mimo
agenta, čiže odmena prichádza z prostredia a je vždy
viazaná na špecifický ciel’ v danom prostredı́. Interná
motivácia je generovaná priamo v štruktúrach agenta
na základe nejakej udalosti napr. pozorovaného stavu.
Signál z modulu, ktorý modeluje internú motiváciu, sa
pridáva k odmene z vonkajšieho prostredia a je modi-
fikovaný parametrom β. Odmena rt, ktorú agent do-
stane po vykonanı́ akcie v čase t môže mat’ potom tvar



rt = (1−β)rextrt +βrintrt . Na základe skoršej práce Ou-
deyer a Kaplan (2009) sa dajú prı́stupy k internej mo-
tivácii rozdelit’ do troch kategóriı́: znalostné prı́stupy,
kompetenčné prı́stupy a morfologické prı́stupy. Každý
z nich stručne charakterizujeme v nasledujúcich podka-
pitolách.

3.1 Znalostné prı́stupy

Tieto metódy sa zameriavajú na rozširovanie agento-
vej znalosti o prostredı́ a odmeňujú také stavy, ktoré
agent nepredpovedal svojimi vnútornými štruktúrami
modelujúcimi dynamiku prostredia. To vedie agenta
k skúmaniu prostredia a tvorbe jeho čo najpresnejšieho
modelu. Metóda založená na neistote generuje väčšiu
motiváciu pre stav st s nı́zkou pravdepodobnost’ou po-
zorovania p(st) a môžeme ju definovat’ ako rintrt =
C · (1 − p(st)), kde C je kalibračná konštanta. Ďalšia
metóda je založená na informačnom zisku a odmeňuje
pokles neistoty vyjadrenej entropiou toho istého stavu
v dvoch časových okamihoch rintrt = C · (H(st, t −
1) − H(st, t)) Metóda založená na odmene podob-
nosti naopak motivuje agenta k návšteve stavov s vyso-
kou pravdepodobnost’ou pozorovania rintrt = C · p(st).
Úspešne použité boli metódy motivácie podl’a počtu
návštev stavu s použitı́m tzv. ”pseudo počtu”(Ostrovski
a spol., 2017), ktoré je možné aplikovat’ na spojité či
komplexné prostredia a predikčné metódy (napr. Pat-
hak a spol. (2017)), ktoré definujú motiváciu ako rozdiel
medzi predpoved’ou vnútorného modelu a pozorovanı́m
rintrt = C · ‖ŝt+1 − st+1‖22.

3.2 Kompetenčné prı́stupy

Tieto prı́stupy použı́vajú mieru kompetencie agenta do-
siahnut’ ciel’, ktorý si sám vygeneruje a vedú agenta
k osvojeniu sady zručnostı́. Mieru kompetencie možno
formálne definovat’ ako la(gk, tg) = ‖g̃k(tg)− gk(tg)‖
kde gk(tg) je dosiahnutý a g̃k(tg) vygenerovaný ciel’ v
epoche tg . Na základe nej možno motiváciu založit’ na
maximalizácii nekompetencie, potom je agent motivo-
vaný k učeniu úloh, ktoré mu idú najhoršie. Formálne
ju možno zapı́sat’ ako rintrt = C · la(gk, tg). Pri maxi-
malizácii postupu v kompetencii vychádza motivácia zo
zmeny miery kompetencie agenta za časové obdobie θ:
rintrt = C · [la(gk, tg − θ)− la(gk, tg)] Podrobné em-
pirické porovnanie rôznych metód možno nájst’ v práci
Santucci a spol. (2013).

3.3 Morfologické prı́stupy

Kategória morfologických metód je založená na vlast-
nostiach pozorovaného stavu prostredia. Agent v tomto
prı́pade nemá žiaden špeciálny modul. Ciel’om takto
motivovaného agenta môže byt’ pozorovanie stavov
s určitými vlastnost’ami ako je stabilita či variácia. Na
základe toho možno motivovat’ agenta k vykonávaniu

takých akciı́, ktoré vedú k malým zmenám v pozoro-
vaných stavoch za posledných T krokov, či naopak,
vedú k čo najväčšı́m zmenám rintrt = C · ‖st − 〈s〉T ‖.

4 Diskusia

Ponúkli sme krátky prehl’ad rôznych prı́stupov a ich
metód modelovania internej motivácie, ktoré sú vhodné
pre učenie posilňovanı́m. Je možné nimi dosiahnut’
efektı́vne skúmanie prostredia a osvojovanie si nových
zručnostı́, čo môže u agenta zabezpečit’ neustály roz-
voj a kontinuálne učenie bez potreby zásahu di-
zajnéra. Myslı́me si, že vhodnou cestou d’alšieho roz-
voja môže byt’ vytvorenie komplexnejšı́ch modulov,
ktoré by zahŕňali niekol’ko submodulov generujúcich
internú motiváciu na základe rôznych metód, čı́m
by sa správanie agenta mohlo priblı́žit’ ku správaniu
človeka, ktorý je taktiež motivovaný rôznymi podnetmi
v závislosti od kontextu.
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