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Abstrakt

Ucenie posililovanim s vyuZitim hlbokych neurénovych
sieti ukdzalo, Ze poskytuje uZito¢ny ndstroj pre ucenie
agentov v spojitom aj diskrétnom prostredi. Avsak
agenty su stdle limitované v uceni sa uloh, ktoré im
musi zadaf dizajnér daného experimentu. Nedisponuji
mechanizmami na generovanie vlastnych cielov a tloh,
ktorymi by mohli zvi&Soval svoj repertodr znalosti
o prostredi. Je mozné sa inSpirovat psychologickymi
Stddiami o Tudskom vyvine, obzvlad{ o aktivnom
uceni motivovanom zvedavostou, ktoré prekondva ty-
pické pristupy, kde ciefom je zvladnuf iba jednu
ulohu. Ucenie zaloZené na internej motivacii moZze
roziirit udenie posiliiovanim zaujimavym spdsobom,
ktory umozZni agentom napodobfiovaf inteligentné cho-
vanie s neustdlym rozvojom. V ¢lanku uvedieme nie-
kol'ko spdsobov ako pristupovat k internej motivacii
v tomto kontexte.

1 Uvod

Jednym z hlavnych problémov pri uceni posiliiovanim
je efektivne preskimanie prostredia a néjdenie
takych stavov alebo udalosti, ktoré agentovi poskytnii
najvyssiu odmenu. Skiimanie prostredia zabezpecuju
rozne techniky (e-greedy, Bolzmannova metdda,
“stthacia”metdda), ktoré vSak viac, ¢i menej ndhodne
vyberaji akcie, ktorymi sa dostdva agent do novych
stavov. Pre komplexné prostredie s velkym poctom
stavov st vSak Casovo aj vypoctovo naro¢né a v praxi
neefektivne. Pristupy internej motivacie ponikaji sadu
metdd, ktoré dokdzu zefektivnif skdmanie prostredia a
nasmerovaf agenta do malo navstivenych & nezndmych
Casti stavového priestoru.

2 Ucenie posilnovanim

Ucenie posiliovanim (Sutton a Barto, [1998) je oblast
strojového ucenia zamerand na ucenie agenta pomo-
cou interakcie s prostredim, v ktorom sa nachddza.
Agent vybera akcie zo svojho repertodra, vykondva ich
a nasledne pozoruje novy stav. Prostredie, v ktorom
agent pdsobi, je Casto formalizované ako Markovov roz-
hodovaci proces. Ten definuje mnozinu stavového pries-
toru S, priestoru akcii 4, prechodovil funkciu medzi

stavmi 7 a funkciu odmeny R a faktor zlavy ~y. Zaroven
s novym stavom dostdva agent z prostredia aj odmenu r.
Hlavnym cielom agenta je ndjst také pravidla m, ktoré
o0
maximalizuji ofakdvand odmenu R; = Y vFr ;.

k=0
Na rieSenie tohto problému bolo skonStruovanych nie-

kolko algoritmov, kde medzi najznidmejsie urcite patri
Temporal difference (TD) algoritmus (Sutton a Barto|
1998), SARSA (Rummery a Niranjan, [1994), ¢i Q-
learning (Watkins a Dayanl [1992)). V sti¢asnej dobe
sa Casto pouzivaji Deep Deterministic Policy Gra-
dient (DDPG), Asynchronous Advantage Actor-Critic
algoritmus (A3C) , Trust Region Policy Optimization
(TRPO), Proximal Policy Optimization (PPO) , Conti-
nuous Actor-Critic Learning Automaton (CACLA) ainé
v zdvislosti od skimanej domény. Referencie kvoli roz-
sahu neuvddzame.

3 Interna motivacia

Motivécia predstavuje komplexny psychologicky fe-
nomén, do ktorého spadd prekvapenie, zaznamena-
nie nieCoho nového, nestlad ¢i vyzva. Preto ju popi-
suje velké mnoZzstvo tedrii, z ktorych niektoré spome-
nieme. Teéria potrieb je zaloZend na tvrdeni, Ze ludia
hl'adajii moZnosti ako zabezpecit svoje potreby, skimat
svoje prostredie a hladaji spdsoby kontrolovat ho.
Tedria kognitivnej disonancie vysvetluje motivaciu ako
redukciu rozdielu medzi nadobudnutou skiisenostou
a ocakavanym vysledkom, ktory je vystupom nasSich
vnutornych kognitivnych Struktdr. Tedria “flow” pri-
maji optimédlnou obtiaznost vzhladom na schopnosti
Cloveka. Referencie kvoli rozsahu opit neuvadzame.
Poznatkami tychto tedrii sa je mozné inpirovat a vyuZit
ich pri zavedeni motivicie u umelych agentov. Pri for-
malizdcii motivédcie je moZné ju rozdelif na externd
et a internd ™", Externd motivacia m4 zdroj mimo
agenta, CiZe odmena prichadza z prostredia a je vzdy
viazana na Specificky ciel v danom prostredi. Internd
motivécia je generovand priamo v Struktdrach agenta
na zéklade nejakej udalosti napr. pozorovaného stavu.
Signal z modulu, ktory modeluje internd motivaciu, sa
priddva k odmene z vonkajSieho prostredia a je modi-
fikovany parametrom (5. Odmena r;, ktord agent do-
stane po vykonani akcie v ¢ase t mdZe mat potom tvar



re = (1—B)re¥tr + Brintr Na zdklade skorSej prace Ou-
deyer a Kaplan| (2009) sa daju pristupy k internej mo-
tivacii rozdelif do troch kategrii: znalostné pristupy,
kompetencné pristupy a morfologické pristupy. Kazdy
z nich stru¢ne charakterizujeme v nasledujicich podka-
pitolach.

3.1 Znalostné pristupy

Tieto metddy sa zameriavaju na rozSirovanie agento-
vej znalosti o prostredi a odmetiuji také stavy, ktoré
agent nepredpovedal svojimi vndtornymi Struktirami
modelujicimi dynamiku prostredia. To vedie agenta
k skimaniu prostredia a tvorbe jeho ¢o najpresnejsieho
motivaciu pre stav s; s nizkou pravdepodobnostou po-
zorovania p(s;) a moZeme ju definovaf ako ri"®" =
C - (1 — p(st)), kde C je kalibraéna konstanta. Dal3ia
metdda je zalozend na informacnom zisku a odmetiuje
pokles neistoty vyjadrenej entropiou toho istého stavu
v dvoch asovych okamihoch ri*% = C' - (H(s;,t —
1) — H(st,t)) Metéda zaloZzend na odmene podob-
nosti naopak motivuje agenta k navsteve stavov s vyso-
kou pravdepodobnostou pozorovania ri™" = C' - p(s;).
Uspesne pouzité boli metédy motivacie podla poétu
ndvStev stavu s pouZzitim tzv. “pseudo poctu”(Ostrovski
a spol., 2017), ktoré je mozné aplikovat na spojité &i
komplexné prostredia a predikéné met6dy (napr. [Pat-
hak a spol.|(2017)), ktoré definuji motivaciu ako rozdiel
medzi predpoved ou vnitorného modelu a pozorovanim
ri = C - |[5i41 — s I3

3.2 Kompetencné pristupy

Tieto pristupy pouZivaji mieru kompetencie agenta do-
siahnut ciel, ktory si sdm vygeneruje a vedi agenta
k osvojeniu sady zru¢nosti. Mieru kompetencie moZzno
formélne definovat ako I, (gx,ty) = |Gk (tg) — gr(ty)|l
kde gi(t,) je dosiahnuty a gi(t,) vygenerovany ciel v
epoche t,. Na zdklade nej moZzno motivdciu zaloZif na
maximalizdcii nekompetencie, potom je agent motivo-
vany k uceniu tdloh, ktoré mu idd najhorSie. Formélne
ju moZno zapisat ako ri™* = C - I,(g, t,). Pri maxi-
malizdcii postupu v kompetencii vychddza motivécia zo
zmeny miery kompetencie agenta za ¢asové obdobie 6:
i = C - (lo(gr, tg — 0) — la(gk, ty)] Podrobné em-
pirické porovnanie réznych metéd mozno ndjst v praci
Santucci a spol.| (2013)).

3.3 Morfologické pristupy

Kategéria morfologickych metdd je zaloZend na vlast-
nostiach pozorovaného stavu prostredia. Agent v tomto
pripade nemd Ziaden Specidlny modul. Cielom takto
motivovaného agenta mdZze byt pozorovanie stavov

s ur¢itymi vlastnostami ako je stabilita &i varidcia. Na
zéklade toho moZno motivovat agenta k vykondvaniu

takych akcii, ktoré vedd k malym zmendm v pozoro-
vanych stavoch za poslednych T' krokov, ¢i naopak,
vedd k ¢o najviadsim zmendm ri* = C - ||s; — (s)r]|.

4 Diskusia

Pontikli sme krdtky prehlad roznych pristupov a ich
metéd modelovania internej motivécie, ktoré si vhodné
pre ucenie posiliiovanim. Je moZné nimi dosiahnuf
efektivne skimanie prostredia a osvojovanie si novych
zruénosti, ¢o mdZe u agenta zabezpecil neustdly roz-
voj a kontinudlne ucenie bez potreby zdsahu di-
zajnéra. Myslime si, Ze vhodnou cestou d alSieho roz-
voja mdZe byt vytvorenie komplexnejsich modulov,
ktoré by zahffiali niekolko submodulov generujicich
internd motiviciu na zdklade roéznych metéd, ¢im
by sa sprdvanie agenta mohlo pribliZii ku sprdvaniu
¢loveka, ktory je taktieZ motivovany réznymi podnetmi
v zévislosti od kontextu.
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