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Abstract

Large language models have recently garnered widespread popularity and significant media
attention due to their impressive performance on various tasks. ChatGPT, a chatbot developed by
OpenAl, is one such implementation of a large, pre-trained language model that became a viral
sensation. Early recent studies demonstrated that ChatGPT could exhibit outstanding performance
in a broad range of tasks, such as text generation, question answering, and translation. However,
little hard evidence is available regarding its impacts on society. Understanding such societal
consequences is essential because it can provide insights into the potential success or failure of
ChatGPT and mitigate the risks regarding its safe deployment. Therefore, in this thesis, we conduct
an interdisciplinary mixed-method study exploring the role of ChatGPT in specific cultural settings
of the Czech Republic. We first theoretically and systematically review the model and its benefits,
threats, and artificial general intelligence potential. Then, we perform in-depth qualitative analyses
of four experts’ interviews and 201 Czech news articles collected over three months to define the
main topics about ChatGPT among Czech populations. Our results show that people in the Czech
Republic have a low adoption rate of ChatGPT due to a missing regulatory body and fear of novelty.
The fear is artificially created by media dominance of topics, such as technological competition, job
dismissal, and an apocalypse caused by ChatGPT. One topic exception is education, where
overwhelmingly positive sentiment is expressed. We present these findings by providing specific

examples for each topic and then discuss the implications of (non)addressing these concerns.

Keywords: ChatGPT, Generative Pretrained Transformer, Czech Republic, Public Awareness,
Artificial General Intelligence, Al Ethics

(6]



Abstrakt

Velké jazykové modely si v poslednom case ziskali velkd popularitu a znaénd pozornost
médii vdaka ich pésobivému vykonu v réznych Glohach. ChatGPT je chatbot vyvinuty spolo¢nostou
OpenAl a je prave jednou z takychto implementdcii velkého, vopred natrénovaného jazykového
modelu, ktory sa stal virdlnou senzéaciou. Nedavne prvé studie ukazali, Ze ChatGPT moze vykazovat
vynikajlcivykon v Sirokom spektre uloh, ako je napriklad generovanie textu, odpovedanie na otdzky
a preklad medzi jazykmi. O jeho vplyve na spolo¢nost je vsak k dispozicii len malo poznatkov.
Pochopenie spoloc¢enskych ddsledkov je délezité, pretoze moze poskytnit informacie o spbsobe
Uspesného a bezpeéného adoptovania ChatGPT spolo¢nostou. V tomto C¢lanku preto
uskutocnujeme interdisciplinarnu stddiu s dizajnom zmieSanych metdd, ktorda skdma ulohu
ChatGPT v $pecifickom kultdrnom prostredi Ceskej republiky. Najprv teoreticky a systematicky
skimame model a jeho vyhody, hrozby, a jeho potencial pre umeld vSseobecnu inteligenciu. Potom
podrobne a kvalitativne analyzujeme Styri rozhovory s odbornikmi ako aj 201 ceskych novinovych
¢lankov zozbieranych pocas troch mesiacov s ciefom definovat hlavné témy spojené s ChatGPT
naprie¢ ¢eskou populdciou. Nade vysledky ukazuju, 7e ludia v Ceskej republike maju nizku mieru
prijatia ChatGPT pre strach z nezndmeho a nedostatok regulacnych organov. Tieto obavy su umelo
vyvolané medidalnou dominanciou tém zaoberajucich sa technologickou konkurenciou,
prepustanim zo zamestnania a apokalypsou, ¢o su désledky pripisované ChatGPT. Vynimkou je
téma vzdelavania, kde prevladaju pozitivne nalady. Tieto zistenia prezentujeme na konkrétnych

prikladoch jednotlivych tém a nasledne diskutujeme o dosledkoch (ne)riesenia tychto obav.

Klaéové slova: ChatGPT, generativny predtrénovany transformator, Ceskd republika,

informovanost verejnosti, umeld vSeobecni inteligencia, etika umelej inteligencie
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1. Introduction

“Recall, the argument is that we are witnessing not a marriage but a divorce between successful

engineered agency and required biological intelligence.” — Floridi and Chiriatti (2020)

The present thesis explores the role of a newly launched ChatGPT in society. ChatGPT! is a
conversational application programming interface (APl) which has caused an enormous response
and interest among the general population since its launch in November 2023. ChatGPT, developed
by OpenAl, is based on a powerful language model explicitly trained to converse with (human) users
in a human-like manner — it is a chatbot. A chatbot is a conversational agent that can process input
and accordingly provide output through written interaction, imitating natural language dialogue
(Huang et al., 2021; Janssen et al., 2021). Based on the user’s instructions, ChatGPT can perform a
variety of text-based tasks in a manner unrecognizable from human-written text, such as writing
poems, formulating university essays and homework, and exhibiting a sufficient level of code
programming (Bubeck et al., 2023; OpenAl, 2023a; Sadasivan et al., 2023). It can also demonstrate

its capabilities and introduce itself, as shown in Figure 1.

Due to ChatGPT'’s language capabilities, people all around the world have rapidly adopted
this artificial intelligence (Al) tool. Since it was initially available in 161 countries (OpenAl, n.d.),
anyone could reach it via its free and user-friendly APl from anywhere apart from China, Russia,
Belarus, Venezuela, Afghanistan, Iran, and Ukraine?. Therefore, it gained over one million
subscribers in only five days (Altman, 2022),® leaving behind other famous online services like
Netflix* and Instagram® (Similarweb, 2023). To put the disruptive ChatGPT response in context, for
Instagram, it took approximately 2.5 months (70 days longer than ChatGPT) to achieve the
milestone of one million users (Buchholz, 2023). Since then, the ChatGPT platform has reached one
hundred million active users and an estimated one billion total visits in February 2023 (Similarweb,
2023). These numbers demonstrate that since its introduction, ChatGPT has evoked a worldwide

interest, making the hype about Al systems finally mainstream (Vincent, 2022).

1 https://chat.openai.com/

2 Notably, this list is not exhaustive, and more countries cannot access ChatGPT through omission, blocks, or
bans. OpenAl, the founding company, maintains a list of countries which may currently use their API:
https://platform.openai.com/docs/supported-countries

3 Information coming from the service itself. Chronologically, this was about five months ago, at the time of
the birth of this thesis.

4 https://www.netflix.com/

5 https://www.instagram.com/
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Figure 1. Generated answer from a web interface ChatGPT-3.5 at https://chat.openai.com/

I'm writing a diploma thesis about ChatGPT and its societal impact. Would you introduce
ChatGPT for the purpose of my thesis?

Certainly! ChatGPT is alarge language model created by OpenAl based on the GPT
(Generative Pre-trained Transformer) architecture. It is designed to generate natural
language responses to a given prompt or input, with the goal of creating human-like

interactions between machines and humans.

ChatGPT is trained on a vast amount of text data, including books, articles, and web
pages, using unsupervised learning techniques. This allows it to learn patterns and

relationships in language and generate coherent and contextually appropriate responses.

Since its introduction in 2020, ChatGPT has been used for a wide range of applications,
including language translation, question answering, text summarization, and
conversational agents. It has also been the subject of much research and debate
surrounding its potential impact on society, particularly in the areas of language

processing, artificial intelligence, and human-machine interaction.

As you write your diploma thesis, you may want to consider the ethical implications of
ChatGPT's capabilities and its potential impact on society. This could include issues such
as bias and fairness in language generation, privacy concerns, and the role of technology

in shaping human communication and relationships.

to a human-given prompt® specified above with initials ‘KL’ on March 14, 2023.

As stated in the generated introduction piece (Figure 1), ChatGPT has been the subject of

many debates surrounding its potential impact on society. The capabilities of ChatGPT and the hype
it caused made a strong impression on researchers worldwide since Al systems are no longer solely
an exclusive interest for academics and product developers (Greshake et al., 2023). Consequently,
the question that scientists started to ask is how different stakeholders perceive the use of ChatGPT
and what is the public discourse about the application (Haque et al., 2022; Leiter et al., 2023;
Taecharungroj, 2023; Tlili et al., 2023). Such studies are necessary to identify and define two
concepts: expected societal impact and technology adoption rate among the general population
(Selwyn & Cordoba, 2022). Although interest was raised, only a few studies looking into the impact

of ChatGPT exist. Since ChatGPT has only been around for a couple of months, only one meta-

6 A prompt is a natural language description/instruction of a task.
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analysis exploring ChatGPT’s current perceptions after 2.5 months (Leiter et al., 2023) and one
study conducting an in-depth qualitative sentiment analysis (Haque et al., 2022) are available. Other
already existing studies are (a) non-per-reviewed pre-prints, (b) using only Twitter and automatic
analysis (e.g., latent Dirichlet allocation) as a data source, (c) lacking an interdisciplinary approach,
which is arguably necessary to explore such a complex fundamental topic, and (d) focusing solely
on English-speaking users (Haque et al., 2022; Leiter et al., 2023; Taecharungroj, 2023; Tlili et al.,
2023).

However, to study such a complex system as ChatGPT, it is necessary to consider the model
context with its evolution, its societal impact, and the social environment in which the system
operates (Milner, 1981; Rahwan et al., 2019). Therefore, the present study will interdisciplinary and
systematically review the ChatGPT’s shortcomings and potentials and contribute to the debate
regarding its societal implications. This could benefit future regulatory and implementation
attempts of a deeper understanding of ChatGPT. Additionally, it aims to identify and define the
main topics of debates and concerns regarding ChatGPT among the Czech population. It argues that
since ChatGPT is expected to transform society majorly (Elondou et al., 2023), it is crucial to assess
the perceptions and concerns of laypeople’ in a concrete community and context. Due to the
historical and cultural specifications of the Czech Republic, such as its central European location,
industrial specialization, communist past, and membership in the European Union (EU), the
perceptions and implementation rates of ChatGPT are hypothesized to be specific. Thus, this thesis
is expected to find a cultural-specific narrative of ChatGPT different from the dominant one present
in global (social) media. This should provide a fresh perspective into the debates in a concrete social
environment, identifying potential barriers to the safe implementation of the APl into the daily lives
of the Czech people. This work is the first to comprehensively analyze ChatGPT to this extent and

in specific cultural settings, including the Czech perspective.

1.1. Aims

For the above-mentioned reasons, this thesis seeks to achieve three aims through a

theoretical and interdisciplinary approach.

1. The first aim is to review the ChatGPT and corresponding LLM from various
perspectives, including its model architecture, evolution, and theoretical analysis of its

artificial general intelligence potential.

7 The term ‘laypeople’ will be solely used when referring to a person or a group of persons who do not have
expert knowledge on a particular subject (Al generated text in particular). For the purpose of this thesis, the
terms ‘laypeople’ and ‘general population’ are used interchangeably to mean ‘non-experts’.
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2. Secondly, the present thesis pursues to systematically analyze the threats and
potentials of ChatGPT to assess its societal impact.

3. Finally, the present thesis explores, identifies, and defines the main topics of debates
and concerns regarding ChatGPT among the Czech population and describes how

ChatGPT may shape different cultural aspects in the Czech context.

The overall purpose is to learn more about public discourse regarding the use of ChatGPT
from the perspectives of experts® and laypeople to understand its broader societal impact. This
work should contribute to a more comprehensive public discussion about risks and corresponding

strategies for mitigating the identified threats.

1.2. Research Questions

Followingly, to fulfil the above-mentioned aims and research directions, it is desirable to
investigate the current situation, the impact, and the future prognosis of ChatGPT (within Czech

society). The present thesis addresses these needs, which lead to the following research questions:

RQ1: What is ChatGPT, its artificial general intelligence potential, and societal implications,

theoretically reviewed with an interdisciplinary approach?
RQ2: What are the benefits and limitations of implementing ChatGPT into day-to-day lives?

RQ3: What are the perceptions and topics of debates about ChatGPT among the Czech

population?
Additionally, given the theoretical premises, it is hypothesized that:

H1: The Czech public discourse about ChatGPT will be close-minded, cautious, and techno-

sceptic.

H2: The perception and approach towards ChatGPT among Czech Generative Al-related
experts will be regulatory, calling for assessing actions before implementing actions into

business or governmental systems (education, healthcare, etc.).

8 Experts hereafter to be seen as a group of professionals who are very knowledgeable about or skilled on a
subject of GenAl. To be acknowledged, such an expert identification is a rather complicated and partially
subjective challenge. Next to the person’s background and education, a person’s perceived expertise is also
based on their media presence or close relations.
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1.3. Methodology

To answer the aforementioned aims and research questions, this study adopts a theoretical
and qualitative case study approach (Yin, 2009). The theoretical approach applies to aims 1&2,
reviewing the ChatGPT from various perspectives and systematically analyzing its concerns and
benefits. Exploring the potential downstream social impact that ChatGPT may have, is a challenging
aim that demands a deep understanding of both — the technological (eco)system and the social
environment (Rahwan et al., 2019). It is hardly possible to fully assess the potential and harms of a
system without realizing how it will be deployed within a cultural and historical context.
Consequently, this thesis starts with a theoretical exploration of the transformation of human
language and language models in Chapter 2. Then, Chapter 3 systematically analyzes the potentials,
threats, and concerns related to ChatGPT. The chapter concludes with a discussion about ChatGPT’s
artificial general intelligence (AGI) potential, touching on the Theory of Mind and arguments from

the fields of psychology and neuroscience.

The qualitative part of the thesis in Chapter 4 benefits from a case study research design
(Stake, 1995), which is recommended for exploring phenomena within a specific context (ChatGPT
in the Czech Republic). Two data sources were included in the qualitative case study: a thematic
analysis of interviews with Czech experts (Chapter 4.2.) and a content analysis of the Czech news
articles (Chapter 4.3.). The chapter is opened with an introduction to general techno-attitudes
towards ChatGPT and the Czech social environment, and it is concluded with a discussion of the
analyses’ findings within the Czech context. The final Chapter 5 provides closing thoughts on the

topic and discusses the thesis limitations.
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2. Transformation of Language Models

“Hate having to update my lectures every time a new model comes out, with new
examples, making same damn points about hallucination, bias, lack of physical & psychological
reasoning etc. Would be great if someone would propose a new architecture that didn't have

exactly same flaws.” — Gary Marcus

Language is the core of most human communication and interaction. It plays a central role
in human thought, forms social and emotional relationships, develops personal and social identity,
records knowledge, and communicates social intelligence. It is not merely a tool for achieving
shared goals among humans; it is much more than just that (Bommasani et al., 2021). AlImost every
human society develops spoken and signed languages, which are exceedingly diverse in expression
and information structure. Despite this diversity, the world’s languages exhibit remarkable

agreement in conveying rich meaning (Comrie, 1989).

Thus, language is power. “Language is the place where actual and possible forms of social
organization and their likely social and political consequences are defined and contested. Yet it is
also the place where our sense of ourselves, our subjectivity, is constructed” (Weedon, 1997, p.
21). Language is, in fact, so powerful that it determines how well a child will do in school and later
in life — dominantly based on the number of words the child hears by the age of 3, according to Hart
and Risley’s (1995) influential longitudinal study. Some parents talk more and use abundant
vocabulary and a broad range of gestures in interactions with their children, and such variabilities
in language input account for disparities in infants’ future development (Hoff, 2003; Huttenlocher
et al., 2010; Pan et al., 2005; Rowe & Goldin-Meadow, 2009). The disparity is staggering: where
working-class children may hear around 1,200 words per hour from their parents, children from the
highest-income families hear approximately 2,100 words per hour. Thus, by age 3, a child from a
poor socio-economic home environment would have heard 30 million fewer words® than a
wealthier child. Consequently, children whose families were on welfare would have had lower
measures of language skills at age 9-10 and lower intelligence quotient (IQ) — a score from a set of

standardized tests to assess human intelligence (Hart & Risley, 1995).1°

 Words in the sense of tokens — reoccurring concrete instances of a class of objects (such a unique class would
be a type). In other words, it means the child has heard 30 million concrete instances of repeated words but
not 30 million unique words by age 3.

10 To be transparent, this study raised some controversy due to its alleged built-in racial bias. More can be
found at: https://www.npr.org/sections/ed/2018/06/01/615188051/lets-stop-talking-about-the-30-million-

word-gap
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Language allows us to communicate our intelligence via talking, reading, and writing to
others. There is a complicated and complex relationship between language and intelligence. As
Czech scientist Michal Péchoucek put it: “Everyone, including us from the research community,
shares the tendency to view language as a gateway to intelligence” (Tmejovd, 2023). But also, as
the psychologist Steven Pinker viewed it: “Language is the jewel in the crown of cognition” (Pinker,
1994). Additionally, since the ultimate methodological goal of artificial intelligence is to acquire the
appearance of intelligence!? (Goldstein & Papert, 1977), it is no surprise that the most significant

challenge in Al research has been to comprehend language the way any human would do.

Such a challenge required a specialized field of interest — Natural Language Processing
(NLP). NLP aims to computationally comprehend, interpret, and generate human-like language and
enable novel and otherwise impossible modes of interaction. NLP has two essential aspects which
allow users to communicate in natural language. These aspects of person-machine communication
are understanding and generating language. While natural understanding has been widely studied,
the natural language generation has just relatively recently started to be an increasingly active field
of research (Paris et al., 2013). In recent years, the improvement and development of large
language models (LLMs) have made a remarkable benchmark in Al research thanks to significant
progress in language generation (Bubeck et al., 2023; Wu et al., 2023). LLMs digest enormous
quantities of text data and infer the relationships between words in a text sequence (Min et al.,
2021). Incredible breakthroughs have been made with models such as T5 (Raffel et al., 2019),
BLOOM (Scao et al., 2022), and GPT-3 (Brown et al., 2020). However, only GPT has created a cultural

disruption.

Although these LLMs significantly contributed to advancements in developing NLP systems
that successfully mimic human behavior, there are still notable differences in the linguistic system
and the learning process between artificial models and humans. Acknowledging the implications of
this gap is crucial to foster a research community to comprehensively understand the potential and
limitations of LLMs. Since the evolutionary history of an Al system and its design choices are critical
to explaining its behavior (Rahwan et al., 2019), the following sections cover the recent successes
of LLMs in NLP and details of how LLMs have changed the overall process of the machine learning
modelling of language. Hence, the following Chapter 2.1. briefly outlines the history of NLP with

important developmental milestones. Then, the architectural design choices of the GPT language

HCited from an interview in Forbes.cz (Tmejova, 2023), originally in Czech: “My vsichni, véetné nds z védecké
komunity, mame tendenci vidét jazyk jako branu k inteligenci.”

2 |n an overly simplified introductory sense. More regarding the topic of intelligence will be discussed later
in the thesis in Chapter 3.3.

[18]



model are described in Chapter 2.2. This section also covers the model’s training dataset because

the nature of the data also influences the system’s behavior (Rahwan et al., 2019).

2.1. History of NLP

The ability to work with and process language computationally has been a research interest
for an extended period of time. Indeed, in 1950 Alan Turing introduced arguably the most popular
test in the history of Al, the Turing Test (Turing, 1950), which targeted a language-based interaction
between a human and an Al agent®. The quest to fulfil the potential of computationally processed
language has set the baseline for the new field of NLP, a subfield of linguistics, computer science,
and Al. NLP studies the interactions between humans and computers via technologies for the
“meaning expressions of words, phrases, sentences, and documents, and for syntactic and semantic
processing such as word breaking, syntactic parsers, and semantic parsing and develops
applications such as machine translation (MT), question-answering (QA), information retrieval,
dialogue, text generation, and recommendation systems” (Zhou et al., 2020, p. 275). Typical
challenges in NLP include speech recognition, natural language understanding, and natural

language generation.

Nowadays, NLP is crucial for many real-world applications in several aspects of day-to-day
life. Conversationally, this increased societal use of NLP technologies is persistently linked to a lack
of its general public awareness and understanding (Fast & Horovitz, 2017; Selwyn & Cordoba, 2022).
These applications include search engines, customer support systems, business intelligence
systems, and virtual assistants. However, over the years, researchers have taken the field in various
direction and explored several methodological innovation types. Relatively, it was a long journey
for NLP researchers to achieve the current standard, which sets the benchmark of today’s models’
quality of natural language imitation. It may not have been a long journey timeline-wise because
NLP was only introduced approximately 70 years ago and already achieved significant
breakthroughs. However, it was a long journey of constantly trying, changing approaches, and
reaching dead ends (Cambria & White, 2014). The most important approaches to knowledge

representation and NLP research are listed in Table 1.1

13 Al agent is an autonomously operating system that is designed to perceive its environment, make decisions,
and take actions to achieve a specific goal(s).

14 In the following paragraphs, some of the relevant approaches are described in more detail. However, see
Cambria and White (2014) for a more comprehensive outline.
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Table 1

Most Popular Schools of Thought in Knowledge Representation and NLP Research

Approach Characteristics Reference
Production rule Cycles of ‘recognize’, ‘resolve conflict’, ‘act’ steps Chomsky (1957)
Semantic
patterns Semantic categories and semantic case frames Ceccato, 1967
matching
First order logic . . .

(FOL) Axioms and rules of inferences Barwise (1977)
Bayesian Variables represented l.:)y a probabilistic directed Pear (1985)
networks acyclic graph
S ti .

emantic Patterns of interconnected nodes and arcs Sowa (1987)
networks
Ontology Web Mcguinness & Van

Hierarchical classes and relationships between them

language (OWL) Harmelen (2004)

Note. Adapted from “ Jumping NLP Curves: A Review of Natural Language Processing Research,” by
E. Cambria and B. White, 2014, IEE Computational Intelligence Magazine, 9(2), p. 48
(10.1109/MCI.2014.2307227).

The early focus of NLP in the 1950s was a description of natural language in the form of
rule-based methods, also called production rules (Chomsky, 1957; Lehnert, 1977; Schank et al.,
1973). Such a production rule typically consists of an antecedent set of conditions and a consequent
set of actions (Chomsky, 1957). Condition-action pair in the simplest version goes as: IF <condition>
THEN <action> (Cambria & White, 2014). These production rule models were already used to build
NLP systems such as word/sentence analysis, QA, or MT (Katz et al., 2023). However, there are

apparent issues with scalability when the rule-based systems become larger.

In the 1990s, the NLP field (like any other Al field) experienced a severe shift in
development. Related to the rapid growth of the internet, large amounts of data became easily
available and cheaper due to the decline in the cost of data storage. Additionally, the advent of
Moore’s Law (Moore, 1965) and the growing advancements of algorithmic methods have also
contributed to NLP becoming a statistical data-driven field (Katz et al., 2023; Shalf, 2020). With
human-designed features, statistical models learnt by using labeled data. Due to the statistical

learning methods, important improvements were made in specific NLP tasks, typically in MT and
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search engine technology. However, statistical models that rely on frequency-based probabilities
have poor modeling capability and often lead to inadequate descriptive ability, low robustness, and

low accuracy (Zhang & Li, 2021).

Recently, the latest progress came from inspiration in neural systems creating a neural
network-based NLP® framework (Zhou et al., 2020). Deep learning (DL) approaches were
introduced to the field of NLP around 2010, following DL’s achievements in the object, e.g.,
ImageNet (Deng et al., 2009) and speech recognition, e.g., Switchboard (Xiong et al., 2018). DL
approaches (LeCun et al., 2015) rapidly outperformed statistical learning approaches. Therefore,
the neural NLP framework has set the state-of-the-art benchmark in quality and has become the
dominating approach for many NLP tasks, including MT, language comprehension, and chatbots.
DL was powered by larger datasets, the availability of GPUs, and more computation (Bommasani et
al.,, 2021). Deep neural networks (DNN) were trained on raw data, and higher-level features
emerged through the process of training, which has led to (a) overcoming the problems of statistical
models listed above and (b) significant improvements that set the performance benchmarks.
Additionally, DNN architecture could be used for many applications, indicating a shift towards
homogenization (Bommasani et al., 2021) — a machine learning system capable of a wide range of
applications instead of a simple task-specific learning goal. During the age of DL, pre-trained
language models, such as ELMo (Peters et al., 2018), BERT (Devlin et al., 2019), and GPT (Radford
et al., 2018) have had a significant influence on the domain of NLP. They are viewed as a pivotal
moment in NLP's evolution. This milestone in NLP occurred by the end of 2018, which was marked
as the era of pre-trained models. On the representational level (Marr, 1982), the pre-trained models

are enabled by (a) transfer learning (Thrun, 1998) and (b) scale.

Transfer learning involves leveraging the "knowledge" acquired from one task, such as
image object recognition, to perform another task, like recognizing activities in videos. In the
domain of DL, pre-training is the dominant method for transfer learning. This technique involves
training a model on a surrogate task and then fine-tuning it for the specific domain task of interest

(Bommasani et al., 2021).

Scale. While transfer learning is the fundamental concept behind pre-trained models, their
effectiveness depends on scale, which makes them powerful. To achieve this milestone scaling,

three key factors were required (Bommasani et al., 2021):

15 Referred to as ‘neural NLP’ hereafter.
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— Advancements in computer hardware, such as a ten-fold increase in GPU throughput
and memory in a couple of years (Narayanan et al., 2021),

—  Creation of the Transformer model architecture (Vaswani et al. 2017) that exploits the
hardware’s parallelism to train models that are much more expressive than before,

— Access to significantly larger amounts of training data, which was enabled by a ‘shift’
from supervised learning to unsupervised learning and self-supervised learning

approaches (discussed in the following chapter).

The importance of the large amount of data availability should not be underestimated. Until
the launch of GPT, the state-of-the-art in NLP was to use great amounts of manually labeled corpora
for supervised learning approaches. Transfer learning but with manually annotated datasets was
standard practice for many years, for instance, the pretraining on the well-known ImageNet dataset
for image classification (Deng et al., 2009). However, the manual annotation severely restricted the
models’ applicability and generalization ability due to the practical limit of annotation cost
(Bommasani et al., 2021). Not to mention the controversial working conditions of annotators-
workers (see Chapter 3.2.6. for more details). Zhou et al. (2020) say that as of 2020, the neural NLP
models performed well in supervised learning tasks, for which there were a rich amount of labeled
data. However, the performance was poor for low-resource tasks for which there was limited to no
labeled data available, which, to put it differently, further supports the importance of the scale of

the datasets.

Although this may be true, the model’s size (e.g., increasing the number of parameters or
compute, or both) determines the model’s output quality more than the amount of data. Kaplan et
al. (2020) argue that larger models are significantly more sample-efficient, so training very large
models does not require a large amount of data to achieve optimal results. Furthermore, Brown et
al. (2020) reported a “relatively smooth scaling with model capacity...perhaps suggesting that larger
models are more proficient meta-learners” (p. 2). Others, such as Sanh et al. (2020) with DistilBERT
and NVIDIA (2019) with MegatronLM, agreed. Moreover, they expected that training even larger
models will still lead to improved performances on downstream tasks. Microsoft also leveraged its
T-NLG model as: “the largest model ever published'® with 117 billion parameters, which
outperforms the state of the art on a variety of language modeling benchmarks” (Rosset, 2020).

Indeed, it was the largest model by far at that time, as shown in Figure 2.

16 As of February 13, 2020.
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Figure 2. Parameter counts of several selected pretrained language models by 2020.
Adapted by Rosset (2020) from Sanh et al. (2020).

While Zhang and Li (2021) further support that GPT models have such powerful capabilities
due to the scale effect, meaning that generalization ability is only possible by scaling the model and
the training data, others disagree. For instance, Schick and Schiitze (2021b) argue that a similar
level of performance to GPT-3 (Brown et al., 2020) can be achieved with LLMs with several orders
of magnitude smaller parameter count. Most compelling evidence is the Schick’s et al. (2023)
Toolformer, a model trained to call APIs to integrate arithmetic and factual lookup functionalities
(and more) into textual instruction pre-trained model GPT-J.Y” With 6.7 billion parameters, the
model outperformed a much larger GPT-3 with 175 billion parameters (Brown et al., 2020) in zero-
shot results. Accordingly, it is suggested that the recent improvements in LLMs were enabled
partially by size scaling and, additionally, by techniques better comprehending and following
instructions in alignment with prompter’s intentions (Ouyang et al., 2022) — such as in-context
learning and few-shot prompting (Sanh et al., 2022; Schick & Schiitze, 2021a; Wei et al., 2022a).
“Many dedicate the rise in popularity to the increasing computing power and large datasets. But

this is not the whole story. The reason that it started working is that we figured out how to use the

17 https://github.com/kingoflolz/mesh-transformer-jax#gpt-j-6b
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algorithms correctly,” as concluded by Tomas Mikolov in an interview in February 2023 (Rijcken,

2023).

To ‘understand the algorithms correctly’ in this thesis means analyzing the models’
architecture and data. However, one cannot start analyzing a system until one has a well-built
theory of what the system does (Marr, 1982). According to David Marr, such a well-built theory is
built on a ‘three levels’ story - “the three levels at which any machine carrying out an information-

processing task must be understood” (Marr, 1982, p. 25). These three levels of understanding are:

— Computational level, which is the highest level determining the goal of the

computation. It answers the question of what a system does and what a model is
capable of doing.

— Algorithmic or Representational level, which describes why the system outputs certain

behaviors. It answers how can the computational level be implemented.

— (Hardware) Implementational level, which describes how the system (the algorithm) is

realized physically. In other words, it explains how the system does what it does.

Consequently, GPT will be, to some extent, discussed on all three levels to gain an
understanding of what it can do, why it performs and behaves the way it does, and how it does it.
To enable a fruitful discussion about the challenges and opportunities ChatGPT brings to humanity
and society, it is necessary to begin with a review of the detailed GPT’s architecture (Rahwan et al.,
2019). While the levels mix for the purposes of specific topics in Chapter 2.2., 3.1, and 3.2, the

following section will be devoted mainly to the implementational and algorithmic levels.
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2.2. Model Architecture

In the first place, it is noteworthy that from the technological perspective, individual
architectural parts of GPT were nothing unseen. Secondly, due to its probabilistic nature, no one

can predict what the system generates next with certainty.

2.2.1. GPT-1: Transformers, Self-Attention, and Pre-training

With the introduction of Generative Pre-trained Transformers (GPT) in 2018 in the article
‘Improving Language Understanding by Generative Pre-Training’ (Radford et al., 2018), the field of
Natural Language Processing (NLP) has shifted from task-specific learning to task-agnostic learning.
The reason behind it was the novel approach combining two already existing ideas. The necessary
pieces were (a) Transformers, launched in early 2017 in a sensational paper ‘Attention Is All You
Need’ (Vaswani et al., 2017), and (b) unsupervised pre-training (Dai & Le, 2015). They obtained
promising results that supervised fine-tuning methods paired with unsupervised pre-training may
be a suitable approach, so they “...hoped to motivate further research into applying this idea on

larger and more diverse datasets” (Radford, 2018).

Unsupervised pre-training. Radford et al. (2018) were not the first ones to explore the idea
of unsupervised representation learning with DNNs (Collobert & Weston, 2008; Mikolov et al.,
2013; Olshausen & Field, 1997; Pennington et al., 2014). Unsupervised learning is especially
beneficial because it does not need labeled data. Consequently, it is easily scalable and not limited
by resources. If a DNN is well configured and trained on a representative dataset, such a DNN can
generalize - solve tasks that it has not encountered directly during learning. On the other hand,
supervised approaches have clear objectives, which can be directly targeted thanks to the input-
output pairs with a known ground truth outcome. However, unsupervised tasks lack this advantage.
They depend on proxy tasks such as reconstruction, density estimation, or generation that do not
directly refer to specific tasks but help to leverage the information already present in the data. This
is also true for self-supervised learning, which may be considered a subset of unsupervised learning
and is typical for Transformer-based models. Unsupervised and self-supervised learning are both
conditioned only on the input, not the output. However, the difference is that in self-supervised
learning, part of the input sequence is masked, and the goal of the model is to predict the ‘masked’
word, unavoidably forcing the learning process into a prediction problem based on probabilities

(Radford et al., 2018).

According to Radford et al. (2018), there is usually a set of examples (x1,x2,...,xn) in
unsupervised distribution estimation, which consists of varying length sequences of symbols

(s1,s2,...,sn). As language has a natural sequence order, the joint probabilities over symbols can
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be seen as the product of conditional probabilities (Bengio et al., 2003; Jelinek & Mercer, 1980) as

seenin (1):

p(x) = Hzn=1 p(SnlS1, -+ Sn-1) (1)

To perform various tasks with the same input, a general system should not only condition
the input but also the task to be executed, i.e., it should model the probability of output given the
input and task as p(output|input, task). Natural language provides flexible options to specify tasks.
Consequently, in language modeling, tasks can be implemented on architectural or
implementational levels (Radford et al., 2018). Among the disruptive well-performing architectures
to compute these conditional probabilities is the Transformer architecture with self-attention

(Vaswani et al.,2017).

Transformers. The Transformer architecture was developed as a solution to the limitations
of recurrent neural networks (RNNs; Mikolov et al., 2010) in capturing long-range dependencies in
large corpora. Up until the introduction of the Transformer architecture (Vaswani et al., 2017), the
RRNs, long short-term memory (LSTM) neural networks, and gated recurrent units (GRUs) have
been considered state-of-the-art models for language model building and especially for MT. RNNs
using GRU or LSTM process input tokens'® sequentially while maintaining information about the
state of so-far-seen data (Chen et al., 2016). This state is updated after every incoming token.
However, in practice, this approach is imperfect due to the vanishing gradient problem, causing the
state at the end of a long sequence of tokens not contain the complete information about the
previous tokens. Thus, although RNNs are able to memorize sequential context, the vanishing
gradient problem limits their ability to maintain context of a word that is further away from the
word that is being processed, causing computational expenses and leading to difficulties in scaling
to larger corpora (Merity et al., 2017; Yang et al., 2017). The Transformer architecture replaces RNN
cells with self-attention and position-wise fully connected layers, resulting in a highly parallelizable
(can process all input data simultaneously) structure that can efficiently capture long-range

dependencies and training on large corpora (Topal et al., 2021; Wang et al., 2019).

The Transformer is encoder-decoder architecture, where the encoder maps a sequence of
input symbols (xq,...,%,) to a continuous representation of z = (z4,..., z,). The decoder
followingly generates a sequence of output symbols (y,..., ym,) from the sequence z. This model
is auto-regressive, and at each step, it consumes the previously generated symbols as additional

input. In general, the encoder and decoder are building blocks used in sequence-to-sequence

18 The token here corresponds to individual n-grams (a sequence of characters with a length up to n). It can
be words, parts of words, or characters.
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models that utilize sequence transformations, and in the original paper (Vaswani et al., 2017), both

consist of self-attention and point-wise fully connected layers, as seen in Figure 3.

In general, the encoder is a block of a neural network that converts the input sequence into
a vector to create vector embedding.’® Thus, it encodes the input sequence. In Vaswani et al. (2017),
the encoder consisted of a stack of N = 6 equal layers with two sublayers each: (a) multi-head
self-attention mechanism and (b) position-wise fully connected feed-forward neural network. All
the sublayers produced outputs of the dimensionality d;,oqe1, here dimoder = 512, to facilitate
residual connections around each pair of two sublayers. On the other hand, the decoder is a block
that decodes the input vector and tries to convert it to a corresponding sequence. The decoder in
Vaswani et al. (2017) looks very similar to the encoder, also comprising of six identical layers with
sublayers. However, next to the two sublayers in the encoder layers, there is a third masked multi-
head self-attention sublayer, which selectively decides on which part of the intermediate state
(output from the encoder) to focus. The masked self-attention sublayer is modified to not attend
to any subsequent positions, only the past ones. Going back to conditional probability, this allows

it to generate p(w; |history), one word at a time.
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Figure 3. Transformer model architecture. Adapted from Vaswani et al. (2017).

The discussed GPT model (Radford et al., 2018) employs a pre-trained multi-layer

Transformer-based model with 12 layers of decoder-only blocks. Since it is a decoder model only,

1% Vector embedding is a vector representation in a lower dimensional space.
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it leverages the attention mechanism. Attention is a general far-reaching mechanism that can be
applied to diverse areas, from neuroscience to NLP. The general idea of computational attention is
that it searches for the most relevant information from the input sequence, as Bahdanau et al.
(2015) proposed. As a function, it can be described as a mathematical operation over a triple of
vectors: query g, key k, and value v. The output is given by the weighted sum of the vector v, where
the weight assigned to each vector v is computed by the scalar dot-product of the vector g and the
corresponding vector k. The aim of these layers is to capture the relationships between each input
token (Vaswani et al., 2017). The aforementioned three vectors are gained by multiplying the
embedding vector by the three weight matrices Q, K, V. The matrices were obtained during the
training process using (2), where Q,K,V are weight matrices of queries, keys, and values,

respectively, and dj, is the dimension of queries and keys:
. okT
Attention(Q,K,V) = softmax(\/T)V (2)
k

Additionally, Vaswani et al. (2017) propose a multi-head attention mechanism instead of
performing a single attention function. Multi-head attention mechanism enables parallel
computation of the attention function and allows the model to attend to information from various
representation subspaces and positions. Another proposed addition to the input embedding is
positional encoding, which provides the model with a relative or absolute position of the tokens in
the sequence. Radford et al. (2018) mainly follow the original decoder Transformer architecture.
For training the first version of GPT, they used the BooksCorpus (Zhu et al., 2015) with 7,000 unique
unpublished books containing long pieces of text, allowing the model to learn to condition on long-
range dependencies. After pre-training, Radford et al. (2018) fine-tuned the model's parameters to
the supervised tasks such as QA, semantic similarity task, or natural language inference. They

achieved impressive results, supporting the idea to further larger the models.

2.2.2. GPT-2: Staged Release

With five minor enhancements and an expansion of its training corpus to 40 GB, GPT-2
(Radford, Wu, Child et al., 2019) was able to produce highly coherent and realistic results in zero-
shot settings®® without the need for supervised adaptation or modification (Dale, 2021; Zhang & Li,
2021). During experiments involving zero-shot domain transfer, Radford, Wu, Child et al. (2019)
reported that GPT-2 managed to obtain state-of-the-art scores in seven of eight classical
assessments, including LAMBADA (testing models’ ability to capture long-range dependencies in

text) and the Winograd Schema Challenge (capacity to address ambiguities in text). In some tests,

20 The model was not trained on the specific tasks, which it was evaluated on as a form of assessment.
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it even approached human-level accuracy. This was further demonstrated in a study where GPT-2
successfully generated patent claims (Lee & Hsiang, 2020). According to Radford, Wu, Child et al.
(2019), GPT-2 outperformed previous models in various downstream tasks, such as MT, reading
comprehension, and long-distance dependency modelling by (a) incorporating task information
during training, (b) utilizing a larger training dataset WebText?! (40 GB compared to GPT -1’s 5 GB)
containing more than eight million documents, and (c) implementing a larger parameter scale (1.5
billion vs 117 million). These characteristics of GPT-2 imply that increasing model capacity and
training data can improve the model’s ability to generalize and decrease the reliance on supervised
training. However, despite the increase in training data, the GPT-2 model was still under-fitted,
highlighting the need for a further increase in the model’s parameter scale (Zhang & Li, 2021). In
some practical tasks, such as summarization, the model performance was no better than a random

one.

Due to concerns about the potential misuse of GPT, the team (Radford, Wu, Child et al.,
2019) has suggested a ‘responsible’ release strategy. Therefore, when launched originally, it did not
consist of the dataset, training code, or model weights (hence going against the open-source
tendencies). Next, they also carried out a research-based partnerships, collaborating with scientists
who performed impact analyses of larger versions of GPT-2 (Solaiman et al., 2019). Eventually, four
model variants were developed (as seen in Table 2) and introduced to the public, including the

weights, training code, and part of the dataset.

Table 2

Versions of GPT-2 Model Released According to the OpenAl Staged Strategy

Model Number of parameters Release date
GPT-2-124M (small) 124 million February 2019
GPT-2-355M (medium) 355 million May 2019
GPT-2-774M (large) 774 million August 2019
GPT-2 (XL) 1.5 billion November 2019

Note. OpenAl is a research company developing the GPT series.

21 Subset of the WebText corpus, which was wused to train GPT-2 is available at
https://github.com/openai/gpt-2-output-dataset. This dataset is composed of text from web pages. The
authors ensured the quality of the dataset by running a tool called scraper (designed to crawl web pages and
pull the necessary information on the social network Reddit - only crawling webs that received at least 3
upvotes), refusing to use Common Crawl due to quality issues.
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2.2.3. GPT-3: Reinforcement Learning from Human Feedback and InstructGPT

The release of the third iteration of the GPT series, GPT-3 (Brown et al., 2020), gained
significant attention due to its further expansion of the parameter space (175 billion vs 1.5 billion)
and the amount of the training data (45 TB vs 40 GB) when compared to the previous GPT-2 version
(Zhang & Li, 2021). While using the same attention-based architecture as GPT-2 (with some
improvements), GPT-3 outperformed its predecessors in generating sequences of words and code,
which were strongly human-like and coherent (Dale, 2021; Floridi & Chiriatti, 2020). The model
could efficiently perform downstream tasks with no fine-tuning needed and achieved strong results
in zero-shot and few-shot settings?? (Brown et al., 2020; Schick & Schutze, 2021a). Consequently,
GPT-3 was selected among the ‘TOP 10 Breakthrough Technologies’ by MIT Technology Review
(Zhang & Li, 2021). However, GPT-3 still performed in an inappropriate manner, expressing
behaviors such as making up facts, generating discriminatory or toxic content, or simply not
following user instructions (Bender et al., 2021; Bommasani et al., 2021; Weidinger et al., 2021).
Therefore, the model quality was unsatisfying to be used in practical applications. The reasons
behind these issues were (a) the nature of the training data source (as shown in Table 3) containing
biased or toxic language and (b) a language modeling objective misalignment (Ouyang et al., 2022).
This means that the GPT’s objective ‘to predict the next token on a webpage from the internet’
differs from the objective of ‘assisting and ensuring the user's safety while following their

instructions’ (Brown et al., 2020; Radford, Wu, Child et al., 2019).

The solution was found in a fine-tuning approach called reinforcement learning from
human feedback (RLHF; Christiano et al., 2017; Stiennon et al., 2020). Ouyang et al. (2022) used
human responses and a reward signal to fine-tune GPT-3 to follow and align the model to varying
users’ instructions. In particular, they hired 40 human contractors to create a supervised training

set with inputs collected from users’ entries into the OpenAl API?

. The outputs were appropriate
human-written responses to the collected inputs. GPT-3 was then fine-tuned on this supervised
dataset, creating a GPT-3.5 version of the series (which was named InstructGPT model). The
following step was to create sample prompts for under-sampled categories from the OpenAl API
collected prompts, such as few-shot prompts (e.g., ‘Given these two examples of a poem, create

another instance within the same context). The second step in the model’s alignment process was

22 GPT-3 is given a few demonstrations of inputs and corresponding outputs as contextual samples for its
predictions, but no such task was introduced during the pre-training.

ZAn earlier version of InstructGPT was available through OpenAl API Playground. All personally identifiable
information was filtered out.
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to train a reward model. In a reward model, the input is a series of users’ prompts and possible
responses to them, and the output is a reward — a score obtained for the quality of the responses.
The labelers were presented with an input and four to nine possible generated outputs, and scored
the outputs from best to worst, creating the reward signal. The model goal was to maximize its
reward, hence select the best response, creating the optimal policy of what responses are the most
rewarded. In the final stage of RLHF, the reward model gave a scalar reward value to the responses
generated by InstructGPT. During the assessment phase, the labelers significantly preferred even
the smallest GPT-3.5 model?* (1.3 billion parameters) responses over outputs from GPT-3 (175
billion parameters), despite having a hundred times fewer parameters (Ouyang et al., 2022). Such
an achievement demonstrates the importance of RLHF and showcases why ChatGPT was a direct
successor of InstructGPT. ChatGPT was the first GPT model optimized for a chat with a user-friendly
interface. It was introduced later that year as a research preview; hence making it available for free,
leading to studies exploring its potential usage in various fields, such as medicine and computer

science (Shen et al., 2023; Wang et al., 2021).

Table 3

Origin of the Data Used for Training the GPT-3 Model

Subset Number of tokens Representation in the dataset
CommonCrawl 490 billion 60%
WebText2 19 billion 22%
Books1 12 billion 8%
Books2 55 billion 8%
Wikipedia 3 billion 3%

Note. Common Crawl|® is an open repository of web page data, metadata extracts, and text
extracts from about eight years of web crawling. GPT-3 training set is based on a filtered version of
the Common Crawl dataset. WebText2 dataset consists of Reddit posts that have three or more
upvotes. Booksl and Books2 are two internet-based book collections, including fiction, non-fiction,

and academic articles. Adapted from Brown et al. (2020).

24 There were four versions of GPT-3.5 launched, including InstructGPT and ChatGPT.
25 https://commoncrawl.org/the-data/
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Ouyang’s et al. (2022) findings suggest that fine-tuning the GPT model on human
preferences substantially improves its performance across various tasks. However, there is still a
lot of work to be done to enhance its safety and dependability. Notably, even Sam Altman, one of
the co-founders of OpenAl, warned about the hype around GPT-3 on his Twitter account: “The GPT-
3 hype is way too much. It’s impressive (thanks for the nice compliments!) but it still has serious
weaknesses and sometimes makes very silly mistakes. Al is going to change the world, but GPT-3 is
just a very early glimpse. We have a lot still to figure out,” (Altman, 2020). This was already 1.5

years before the ChatGPT APl was introduced — and before the disruptive hype happened.

2.2.4. GPT-4: Great Prognosis

Launched in March 2023, GPT-4 (OpenAl, 2023a) is the most recent and advanced version
of the GPT model series. OpenAl reported that GPT-4 could produce 40% more factual responses
and is 82% less likely to respond to disallowed content from prompts in comparison to GPT-3.5
(OpenAl, 2023a). OpenAl achieved said improvements via the constant development of content
moderation classifiers, which are the proposed solution to inappropriate content generation. These
model mitigation techniques are described in detail in the ‘technical’ report that OpenAl (2023a)
published with the GPT-4 launch. Next to the mitigation techniques and other strategic
infrastructure decisions, the report is filled with the model achievements in tests created initially
for humans. For instance, GPT-4 scored on a simulated bar exam in the top 10% of test takers
(presumably most of them being humans). Noteworthy, GPT-3.5 scored in the bottom 10% on the
same test. Based on tests of similar nature, OpenAl suggested GPT-4 exhibits human-level
performance. However, what is wholly omitted in the report, are the technical parameters of the
GPT-4 model: “Given both the competitive landscape and the safety implications of large-scale
models like GPT-4, this report contains no further details about the architecture (including model
size), hardware, training compute, dataset construction, training method, or similar” (OpenAl,
2023a, p. 2). Therefore, most of the information discussed in this section is based on OpenAl’s
internal evaluation, unable to be replicated, and general assumptions, which should be considered
accordingly. One demonstrative example is the viral chart comparing GPT-4 and GPT-3.5 sizes and
claiming GPT-4 to have 100 trillion parameters (Hormozi, 2023; Marr, 2023). However, Lex Fridman
(Fridman & Altman, 2023) has admitted in his podcast that he is the unintentional source of this

viral misinformation.?® Additionally, Sam Altman dismissed this as "complete bullshit," adding that

26 While giving a presentation, he brought up a metaphor of the human brain with trillions of synapses,
suggesting GPT-X series may get there one day too. However, journalists misunderstood his analogy.
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GPT-4 may not, in fact, be much larger than GPT-3. OpenAl’s efforts are supposedly focused on

utilizing existing data more appropriately rather than just scaling (Loizos, 2023).

Despite its capabilities, GPT-4 still exhibits similar limitations as its previous versions.
Namely, it can suffer from hallucinations,?” generate harmful content, have a limited context
window, and not learn from experience (Marr, 2023; OpenAl, 2023a). Nevertheless, there are
observed improvements. For instance, GPT-4 scored 19 percentage points better than GPT-3.5 in
avoiding open-domain hallucinations (OpenAl, 2023a). Additionally, GPT-4 has more clear
advantages, such as the capability to process both text and image inputs, enabling it to operate in
a multimodal manner, or the increased number of tokens it can now proceed (32,768 tokens, which
corresponds to approximately 50 pages of text and help to keep the context of conversations).
There have also been speculations that the GPT-4 and future GPT models will involve the generation
of more modalities, like the image creation abilities of OpenAl’s other product, DALL-E 2%. This
would bring the possibility of turning data into charts and graphics (Marr, 2023). While GPT-4 can
now process images as an input, it remains as a text-only model on the output, and Sam Altman
denied this would change in the future (Loizos, 2023). Nevertheless, ChatGPT has undergone
significant improvements by integrating of the GPT-4 version. OpenAl (2023c) reported it can now
respond using up to 25,000 words, eight times more than the ChatGPT-3.5 (see Table 4 for more
comparisons). However, the ChatGPT-4 version (ChatGPT Plus) of the chatbot is available only in as

a paid subscription (or an API waitlist).

Last point to make is a note on terminology in relation to the difference between GPT-3,
GPT-4, and ChatGPT, and how it is used in the present thesis. Throughout the work, the API is
primarily addressed as ChatGPT because that is the interface people interact with, regardless of
whether it runs on GPT-3.5 or GPT-4. However, it is always specified when experiments or

comparisons were conducted with any of the specific models.

27 Hallucination here means producing nonsensical or untruthful content, causing the model to be unreliable.
28 https://openai.com/product/dall-e-2
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Table 4

Comparison of Technical Parameters of GPT Series Models

Characteristics GPT-1 GPT-2 GPT-3 GPT-4
Released 11.6.2018 14.2.2019 11.6.2020 14.3.2023
N. of parameters 117M 1.5B 175B Unknown
N. of decoder layers 12 48 96 Unknown
Context token size 512 1024 2048 32,768
N. of hidden layers 768 1,600 12,288 Unknown
Image and text inputs,
Multimodality No No No
text-only outputs
Training dataset 5GB 40 GB 570 GB Unknown

Note. M = million; B = billion; N. = number.

GPT-2, -3, and -4 have different versions of the model released. The numbers in the table

correspond to the largest model in each series. Inspired by Ruby (2023).
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3. Technological Impact

Until now, this thesis theoretically analyzed the GPT model architecture and its evolutionary
trajectory. It was necessary for understanding how human decisions about the model parameters
and training data influence the behavior of the system (Rahwan et al., 2019). However, technologies
are techno-social concepts. While technologies should be designed and developed in alignment
with societal goals, values, and needs (Abebe et al., 2020), it is rather a two-way adapting process.
Humans shape the behavior of Al systems, but the systems alter human behavior, too (Rahwan et
al., 2019). Therefore, to gain a deeper understanding of the ChatGPT phenomenon, its impact on

society needs to be analyzed, including its perspectives and risks.

Entering one prompt into ChatGPT was all it took to recognize the power of generative Al
(GenAl). As the introduction mentions, ChatGPT has drawn a disruptive amount of global public
interest, demonstrated by its 25 million users daily (Tlili et al., 2023). Therefore, despite the servers
being powerful Microsoft Azure servers (Langston, 2020), the server capacity can barely keep up
with the demand and users regularly receive a flashing message to return later when the servers’
capacity frees up. The disruptive response caused almost every second individual to develop a firm
and definite opinion about ChatGPT. In a survey with 2,199 adults from the United States (U.S.),
around 45% interacted with or about ChatGPT (as shown in Figure 4). As expected, the highest
levels of awareness about the application are among Generation Z and Millennials (Tran, 2023).
Respectively, 14% and 15% reported having encountered ‘a lot’ of information (on a 4-point Likert
scale ranging from ‘a lot’ to ‘not at all’). Also, the early adopters have been reported to have
overwhelmingly positive sentiments towards ChatGPT (Haque et al., 2022). However, this positive
sentiment may change when 300 million jobs are automated due to GenAl, as Hatzius et al. (2023)
predicted. Additionally, Elondou et al. (2023) proposed that the advent of GenAl could partially
impact 80% of current occupations, where the workers would experience a change in about 10% of
their workload. They also propose that for 20% of workers, the GenAl would represent a significant

change in their job roles (GenAl would handle more than 50% of their assighments).

Thus, it is essential to review the ChatGPT potentials and risks because their understanding may
reveal a helpful list of users’ concerns that could prevent further application implementation.
History has shown that when new technology seems promising, but the end-user is unwilling to
attend to it, it depreciates. For instance, such a scenario happened with the supersonic commercial
flights by Concorde aircraft (Westcott, 2013) or Google Glass, a “smart” wearable technology
(Leonard, 2022). Consequently, it is fair to assume that the end-users will eventually define the fate

of ChatGPT the same as they defined its extremely rapid popularization take-off. De Fine Licht and
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de Fine Licht (2020) argued that it is crucial that the general population — the ones who are
‘ultimately affected’ the most by Al — perceive Al technologies and how they are being implemented
in society as acceptable and legitimate. Therefore, this chapter presents the known impacts that
ChatGPT has on society through its benefits (Chapter 3.1.), risks (Chapter 3.2.), and AGI potential

(Chapter 3.3.) to assess and enable conversation about whether it can be viewed as acceptable.

All adults

Gen Z adults

Millennials
Gen Xers 183 (73
Baby boomers 113%] 64%
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 1109

Share of respondents

® Alot @ Some Not much @ Not at all

Figure 4. ChatGPT awareness among adults in the U.S. 2023, by generation. A survey
conducted by Morning Consult (Tran, 2023) between February 3-5, 2023, among a
representative sample of 2,199 adults in the U.S. Respondents were asked how much they
have seen, read, or heard about ChatGPT on a 4-point Likert scale, ranging from ‘a lot’ to
‘not at all’. The figure does not add up to 100% due to rounding. Figure adapted from
Statista (Bianchi, 2023a).
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3.1. Potentials

“Forget cut & paste, they will need to be good at prompt & collate.”
— Floridi and Chiriatti (2020)

Arguably, the most valuable aspect that differentiates ChatGPT from existing chatbots is
the quality of conversation it offers (Haque et al., 2022). According to the OpenAl released report,
the chatbot can “answer follow-up questions, admit its mistakes, challenge incorrect premises, and
reject inappropriate requests” (Schulman et al., 2022). All that reflects a human-like ability to
interact in natural language dialogue. Chatbots have been (relatively) widely integrated into the
business, healthcare, government agencies, and non-profit organization before for several reasons

(Nagarhalli et al., 2020; Nithuna & Laseena, 2020; Thorat & Jadhav, 2020), namely:

— Instant 24/7 availability and reachability from anywhere around the world,

— Low-cost,

— Convenience,

— Gradually improved user experience and specific user benefits over human-to-

human conversations (such as an absence of human judgement).

However, from the end-user point of view, there is still a high failure rate among the
commercially available chatbots (Brandtzaeg & Fglstad, 2018; Janssen et al., 2021; Seeger & Heinzl,
2021; Petrovicka, 2022). Overall, the quality of the conversation was simply not good enough, and
through these negative and frustrating experiences, people lost their patience and interest in
traditional chatbots (Janssen et al., 2021). This is certainly not the case with ChatGPT, to which
early-adopters Twitter users reacted in sensational words like ‘mindblowing’, ‘impressive’, and
simply ‘amazing’ as identified via latent Dirichlet allocation in Taecharungroj (2023). Unlike
traditional chatbots, ChatGPT ‘remembers’ the conversation history, allowing follow-up questions
and challenges to its incorrect responses. While it can now provide answers, solutions, and
descriptions to even complex problems in a high-quality natural language manner, the rest of the
chatbots’ general advantages listed above was maintained through a free and easy-to-use web

interface.

Therefore, there are several ways in which ChatGPT could potentially benefit the world.
These examples are based on GPT use cases that have been observed or experienced (Biswas, 2023;
Floridi & Chiriatti, 2020; Haque et al., 2022; Noy & Zhang, 2023; Shen et al., 2023; Taecharungroj,
2023; Zhang & Li, 2021), including:
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— Writing meeting minutes,

— (Co)creating webpages and no-code automated applications,
— Writing catalogues, newspapers, guides, and manuals,

—  Filling up forms and reports,

— Improving communication via translating text,

— Composing songs, poems, jokes, and scripts,

— Answering open-ended, complex analytical questions,

— Facilitating code debugging and data mining,

— Improving productivity and quality of work,

— And providing therapy sessions.

Furthermore, there are additional niche areas for ChatGPT implementation. For example,
Hansen and Kazinnik (2023) showed that ChatGPT could crunch the hard-to-understand speech of
central bankers. Typically, this speech is called ‘Fedspeak’ and is written in heavy and ambiguous
language. However, ChatGPT can ‘translate’ it into natural human language and draw clear
conclusions from it. While it may seem that ChatGPT can positively influence any field, including
marketing, financing, translating, consulting, and more, it is not suitable for every situation. It
should be applied with precaution, as demonstrated by the following story. After a tragic shooting
and murder at the University of Michigan in February 2023, students at one of the faculties of
Vanderbilt University in Nashville received an email from the Office of Diversity and Inclusion
encouraging all students to stay strong and actively engage with each other (Perrotta, 2023).
However, the email attracted outraged attention because of the notice in the footer stating the
email was paraphrased from OpenAl’s ChatGPT. It upset students, showing that even while ChatGPT
could generate such a supportive emotional message, it was perceived as heartless, given the

emotionally charged moment (Perrotta, 2023).

Therefore, while there is a wide range of possible fields where ChatGPT could provide a
helpful complement, it should not be taken mindlessly. People may perceive the automatically
generated text as valueless since it is almost struggle-free to obtain, and anyone can do it (Fridman
& Tegmark, 2023). Notably, there are cultural aspects where the struggle-remover is in demand.
One of these areas of great potential for ChatGPT to benefit is the administration and bureaucracy
burden since it includes monotonous and unnecessarily complicated tasks (Polak, 2023).
Interestingly, Japan tried using ChatGPT to explain its often-complex government regulations
(Negishi, 2023). While it is prospective for administration, Japan is so far isolated in this attempt.
However, other areas, such as education, healthcare, and the job market, are more significantly

influenced by ChatGPT already (Elondou et al., 2023; Floridi & Chiriatti, 2020; Hatzius et al., 2023).
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3.1.1. Education

Another twist to the Vanderbilt story is that if people did not know the email was generated
via ChatGPT, they would probably not notice since it was a well-written supportive message. The
problem was not with the quality of the message; it was solely based on the text’s author (Perrotta,
2023). The generated text’s quality is indeed so high that even experienced academic reviewers in
blind experimental settings only caught 68% of the ‘fake’ generated abstracts (and incorrectly
flagged 14% of the ‘real’ abstracts as fabricated; Gao et al., 2022). Notably, some automatic Al
detectors already exist, however, they have high false-positive rates, and none of the available ones
works well with GPT-4 (Sadasivan et al., 2023). Nevertheless, they became standard practice similar
to how plagiarism checkers are routinely used. The language quality of ChatGPT opens the field of

academia to misuse as well as possibilities.

The scientific misconduct of ChatGPT raised questions about authorship. For instance, there
was a case of a successful Al-generated master thesis defence (Zhadan, 2023). Some authors create
their complete work via prompting ChatGPT, such as Baidoo-Anu and Ansah’s (2023) study offering
tips on how ChatGPT could be used for learning, which were generated entirely by ChatGPT. While
the Al detectors may not be reliable, this form of misconduct is easily detected by a careful peer
review since the study includes completely made-up references. Arguably, there are more useful
ways of leveraging the quality of the natural language LLMs can generate than ‘aigiarism’

(plagiarism using GenAl):

Mollick and Mollick (2023) created a practical guide to implementing classrooms teaching
strategies, emphasizing how ChatGPT can help to create many valuable examples and multiple
explanations, develop low-stakes tests, assess students learning, and distribute practice important
ideas. In other words, it may help educators manage time to spend less on developing materials
and focus more on students since examples and explanation development are traditionally
complicated and time-consuming tasks (Mollick & Mollick, 2023). ChatGPT can provide students
with as many examples as they need to grasp the topic, and it creates an opportunity to ask further
questions and explanations, allowing for personalized learning. ChatGPT may generate a list of pros
and cons or provide a topic summarization, which may be easier to grasp. Through interactive fact-
checking, it may also benefit critical thinking learning. For instance, the educator may generate text
with ChatGPT, purposefully containing false information. Students then must assess the generated
information's validity, teaching them critical thinking towards machinery facts (Floridi & Chiriatti,
2020; Mollick & Mollick, 2023). Noteworthy, memorization still plays a role in this learning process

since awareness of fundamental facts is a necessary precondition of successful critical assessment,
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which can be well-tested through low-stakes tests (Mollick & Mollick, 2023). Additionally, it may be

used for proofreading and grammatical checking (Taecharungroj, 2023).

To conclude, there are certain significant benefits of ChatGPT for education. Therefore, the
bans of ChatGPT that occurred, e.g., at the Danish universities (Myklebust, 2023), are not the
direction to sustain. On the contrary, it should lead to more innovative ways of assessing courses
and assignments (Thorp, 2023). The same as a calculator or the internet are not banned for learning
purposes; the education system must adapt to ChatGPT. However, a great extent of educators’
expertise and overseeing is crucial for that, which is a significant barrier given they are understaffed
and overwhelmed (UNESCO, 2022). Nevertheless, there is potential since most teachers (51%) are
already using ChatGPT, and they think it positive impacted their job, as shown in a qualitative survey

among educators and students in the U.S. (Walton Family Foundation, 2023).

3.1.2. Healthcare
The second area of immense potential regarding to ChatGPT is healthcare. ChatGPT could

potentially be trained for (Ayers et al., 2023; D'Amico et al., 2023; Luo et al., 2022; Shen et al., 2023):

— Preauthorization,

— Generating content including medical reports (medical records templates, patient-
facing material — instructions for procedures like biopsies and post-procedure care),

— Multilingual communication by providing translations (recruiting patients for clinical
trials),

— Summarizing the patient’s electronic health record and analysing medical data,

— Interactive computer-aided diagnosis,

— Translating the medical terms to language understandable by the general population,

— Advocacy — participation in activities that aim to influence political, economic, and

social decisions.

However, Darcy (2023) argued that generative models are unsuitable for healthcare
because of their unreliability. She further argued that primarily rules-based models, such as the
therapeutic chatbot Woebot?, are more suitable to replicate evidence-based practice reliably. To
be transparent, Alison Darcy®® is one of the co-founders of Woebot. Nevertheless, she is correct in

addressing the current issues that prevent LLMs from widely exhibiting their potential tasks

29 https://woebothealth.com/
30 https://www.linkedin.com/in/alisondarcyphd/

[40]


https://woebothealth.com/
https://www.linkedin.com/in/alisondarcyphd/

application (as stated above). Among these, sensitive health-related data privacy is a dominant one.

Yet, it is only rarely addressed (as may be seen in Shen et al., 2023).

Despite the issues, people prefer answers from ChatGPT more than physicians. When
answering questions posted to public social media forums, Ayers et al. (2023) showed that 78.6%
of the human evaluators preferred ChatGPT’s generated answers. There are even models fine-
tuned for domain-specific tasks in biomedical literature, such as BioGPT (Luo et al.,, 2022) or
PubMed (Bolton et al., 2022). However, whether they perform better than ChatGPT is inconclusive
(Kung et al., 2023; Luo et al., 2022).

Similarly, a mental health company with an online emotional support chatbot Koko3!
conducted an ‘experiment’ close to Ayers et al. (2023), but in non-research settings. Instead of
anonymous volunteers, they used ChatGPT to write 30,000 responses to user requests (Morris,
2023). While the company’s co-founder Robert Morris reported that the ChatGPT’s responses were
rated significantly higher than the ones written by humans, it received an enormous amount of
criticism, accusing Koko of unethical practice. The ‘experiment’ stopped working when the users
learnt the messages were co-created by an Al system (Morris, 2023). In another unofficial study, in
a healthcare hackathon, Sédova (2023) and her team compared 99 GPT-4 generated responses to
medical questions to their actual replies that doctors wrote (the doctors’ replies are freely available
at uLékare.cz).3? While the responses were, on average, comparable to what the doctors wrote, in
three out of 99 cases, GPT-4 underestimated the situation in comparison to the doctors’ replies.
The chatbot recommended monitoring the patient’s health condition in these three cases instead
of calling the emergency. While these results cannot be validated, they emphasized the question of
responsibility, which needs to be answered if ChatGPT should reach its potential in healthcare.
Darcy (2023) is correct that accelerations in technology require accelerations in regulatory
oversight, and it applies twice when human health is at stake. Otherwise, the general population
will not be willing to knowingly adopt artificial systems, as Eurobarometer demonstrated in 2012.
It showed that in Lithuania, Latvia, Malta, and Estonia, most respondents (53%, 48%, 44%, 42%,

respectively) would ban robots in healthcare (European Commission [EC], 2012).

3.1.3. Job Market
ChatGPT and its availability and reachability are changing the perceptions of skills which
used to make humans relevant in a labor market. The required skills in today’s world are expected

to be the ability to prompt (the ability to ask the right questions or give instructions) and critical

31 https://www.kokocares.org/
32 https://www.ulekare.cz/
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thinking (filtering of information). This transformation is believed to displace several professions,
which are (a) generating content, (b) knowledge workers, and (c) higher-income occupations, such
as programmers, playwriters, journalists, or lawyers (Elondou et al., 2023; Haque et al., 2022;
Hatzius et al., 2023; Hern, 2022; Lock, 2022). However, it is also estimated that the job market will
be enriched by new occupations being created and GenAl playing a complementary role instead of
substitution (Elondou et al., 2023; Floridi & Chiriatti, 2020; Hatzius et al., 2023). Floridi and Chiriatti
(2020) described the role humans would play in the job market as editorial, required to mindfully
shape the prompts and filter and collate the best results. Overall, many agree that prompt

engineering will be relevant.

Prompt engineering. Since it is written in natural language, it is easy to underestimate how
seemingly trivial it is to enter prompts into the LLM’s interface. However, entering the same plain
language prompts does not always produce the desired outputs, even when the results are indeed

possible to obtain, e.g., with differently worded instructions (Zhou et al., 2023).

Additionally, entering the same prompt does not provide the same outcome, which is given
by the statistical nature of the model as described in Chapter 2.2. The LLMs are very sensitive to
the exact wording of their input in both zero and few-shot settings (Jiang et al., 2020; Schick &
Schiitze, 2021a; Shick et al., 2023). Consequently, human users must experiment with possible
prompts to obtain the desired results. This is because users know little about of how compatible
their prompts are with the models (Zhou et al., 2023). Since the models can easily be seen as ‘black
boxes’, their processes are certainly not intuitive for humans, and it needs to be practised and can
be learnt. Since the quality of instructions can be measured objectively (Sanh et al., 2022; Wei et
al., 2021) and it can be learnt, it is fair to assume that prompt engineering is an expanding and

exciting career path.

However, Zhou et al. (2023) showed that Automatic Prompt Engineer also works very well.
Therefore, Logan IV et al. (2021) compared manual and automatic prompting methods and
reported that Schick and Schitze’s (2021a) manually written prompts outperformed the
automatically searched prompts. According to Webson and Pavlick (2021), this finding supports the
assumption that models benefit from meaningful instructions. Thus, humans are needed in the
loop. The world is just learning about ChatGPT’s new possibilities, which have been experienced
only by 45% of the people in the U.S. (Tran, 2023) so far,*® but some of those people are already

doing business out of prompting. As recently as today, people can enroll in a prompt engineering

33 And significantly less in other countries. For instance, only 5-15% of people are reported to have tried
ChatGPT in the Czech Republic (Ipsos, 2023; NMS Market Research, 2023).
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course at Udemy,? buy designated prompts at marketplaces such as KREA,*® PromptHero® and
Promptist,®” or obtain The Big Book of Prompts.3® However, some are arguing that prompt
engineering will not be the job of the future and that the hype around prompting is just temporary

(Mollick, 2023).

Nevertheless, even Mollick (2023) admits there are circumstances where careful prompting
seems to change the output. Such example of a powerful prompting hack is the approach called
Chain-of-Thought (Wei et al., 2022b), where a user gives the model a demonstration of how the
model should reason or step-by-step prompting where the user asks the model to go step-by-step
(Moghaddam & Honey, 2023), see Figure 5 for instances. Job opening positions are also already
available, and people identify as ‘Staff Prompt Engineers’ online (Karpathy, 2023). Whether these
positions will last is unclear but people learning how to work with the LLMs and Al, may have a
prospective career ahead. Moreover, it does not have to be about prompting per se; Andrej
Karpathy® has tweeted, “The hottest new programming language is English” (Karpathy, 2023).
While this job market implication of LLMs is often under-researched, the CxOs are responding. One
of the many examples is the CEO of Turnitin,* Chris Caren,* who said in a discussion panel that he
thinks he will only need 20% of his currently employed engineers and marketers in the next 18
months — all thanks to the Al advancements (Global Silicon Valley, 2023). Consequently, some
people fear for their jobs, and the labor market transformation is bringing potential as well as

concerns.

34 https://www.udemy.com/

35 https://search.krea.ai/

36 https://prompthero.com/

37 https://huggingface.co/spaces/microsoft/Promptist

38 https://aituts.ck.page/prompts-book

3% Former Director of Al at Tesla, founding member of OpenAl. https://karpathy.ai/
40 software for plagiarism detection. https://www.turnitin.com/

41 https://www.linkedin.com/in/chriscaren/
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Zero-Shot

Prompt:
Read the scenario and answer the following question:

Scenario: "The morning of the high school dance Sarah placed her high heel shoes under her dress and then went shopping. That
afternoon, her sister borrowed the shoes and later put them under Sarah's bed."

Question: When Sarah gets ready, does she assume her shoes are under her dress?

A:

Zero-Shot + Step-by-Step Thinking )

Prompt:
Read the scenario and answer the following question:

Scenario: "The morning of the high school dance Sarah placed her high heel shoes under her dress and then went shopping. That
afternoon, her sister borrowed the shoes and later put them under Sarah's bed."

Question: When Sarah gets ready, does she assume her shoes are under her dress?

A: Let's think step by step:

Two-Shot Chain of Thought Reasoning } \

Prompt:
Read the scenario and answer the following question:

Scenario: "Anne made lasagna in the blue dish. After Anne left, lan came home and ate the lasagna. Then he filled the blue dish with
spaghetti and replaced it in the fridge."

Q: Does Anne think the blue dish contains spaghetti?

A: When Anne left the blue dish contained lasagna. lan came after Anne had left and replaced lasagna with spaghetti, but Anne doesn't
know that because she was not there. So, the answer is: No, she doesn't think the blue dish contains spaghetti.

Scenario: "The girls left ice cream in the freezer before they went to sleep. Over night the power to the kitchen was cut and the ice cream
melted."

Q: When they get up, do the girls believe the ice cream is melted?

A: The girls put the ice cream in the freezer and went to sleep. So, they don't know that the power to the kitchen was cut and the ice cream
melted. So, the answer is: No, the girls don't believe the ice cream is melted.

Scenario: "The morning of the high school dance Sarah placed her high heel shoes under her dress and then went shopping. That
afternoon, her sister borrowed the shoes and later put them under Sarah's bed."

Qjestion: When Sarah gets ready, does she assume her shoes are under her dress?
A -/
Two-Shot Chain of Thought Reasoning + Step-by-Step Thinking ) \
Prompt:

Read the scenario and answer the following question:

Scenario: "Anne made lasagna in the blue dish. After Anne left, lan came home and ate the lasagna. Then he filled the blue dish with
spaghetti and replaced it in the fridge."

Q: Does Anne think the blue dish contains spaghetti?

A: Let's think step by step: When Anne left the blue dish contained lasagna. lan came after Anne had left and replaced lasagna with
spaghetti, but Anne doesn't know that because she was not there. So, the answer is: No, she doesn't think the blue dish contains
spaghetti.

Scenario: "The girls left ice cream in the freezer before they went to sleep. Over night the power to the kitchen was cut and the ice cream
melted."

Q: When they get up, do the girls believe the ice cream is melted?

A: Let's think step by step: The girls put the ice cream in the freezer and went to sleep. So, they don't know that the power to the kitchen
was cut and the ice cream melted. So, the answer is: No, the girls don't believe the ice cream is melted.

Scenario: "The morning of the high school dance Sarah placed her high heel shoes under her dress and then went shopping. That
afternoon, her sister borrowed the shoes and later put them under Sarah's bed."
@stion: When Sarah gets ready, does she assume her shoes are under her dress?

A ,

: Let's think step by step:

Figure 5. Demonstration of four prompting methods used to boost the LLM’s performance. Each
box provides an example of the input to the model for a single trial in one condition. For each trial,
all text shown after the word “Prompt:” was input to the model, including the final text line
beginning with “A:”. Adapted from Moghaddam & Honey (2023).
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3.2. Risk Areas

“To cause us troubles, such misaligned intelligence needs no robotic body, merely an

internet connection” — Max Tegmark (2018, p. 44)

Max Tegmark argues that humans should be careful about LLMs when it comes to three
aspects (Fridman & Tegmark, 2023): (a) connecting the LLMs to the Internet (via various APIs, for
example), (b) training them in and allowing them to code, and (c) ‘teaching’ them about human
psychology (through social media platforms). Notably, with ChatGPT and appropriate APIs, humans
have accomplished all three. Additionally, the significance of GPT models lies in the fact that they
are quickly being integrated into real-world applications, impacting individuals on a societal scale.
While most of these impacts are generally talked about, such as ChatGPT’s lack of mathematical
reasoning, hallucination effect, or social biases, some of the impacts are silently underrepresented.
Namely, environmental harms or business cases of ChatGPT are rarely appearing in public debates
yet may be of even greater importance. Nevertheless, they will be covered in the present thesis
using the framework for responsible adaptation of LLM innovations, as Weidinger et al. (2021)

suggested. Their paper identifies and outlines six specific risk areas, namely:

Discrimination, Exclusion and Toxicity,
Information Hazards,

Misinformation Harms,

Malicious Uses,

Human-Computer Interaction Harms,

A e

Automation, Access, and Environmental Harms.

The topics discussed in the following subsections are, while related to the broader
coexistence of society and technology, narrowly focused on the implication of ChatGPT. For a more
comprehensive description of concerns related to LLMs or foundational models,** see Weidinger et

al. (2021) and Bommasani et al. (2021), respectively.

3.2.1. Discrimination, Exclusion and Toxicity

ChatGPT has undergone training on an extensive collection of textual data, enabling it to
produce fresh text by utilizing the patterns it has acquired from its training (Borji, 2023; Bubeck et
al., 2023; Ouyang et al., 2022). Notably, the fact that the model tracks patterns, biases, and priors
in natural language is not necessarily wrong (Shah et al., 2020) — the issue is with the unfair,

discriminatory, or toxic data (Weidinger et al., 2021). As simple as it is, if the model was trained on

42 They call them foundation models, a unifying term for general-purpose, task-agnostic, pre-trained, and self-
supervised models.
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data reflecting social biases and toxic content, as of the books and data from the internet that GPT
was trained on, it is hard to prevent the biases and discriminative content from leaking into the
model’s output (Bender & Koller, 2020; Bommasani et al., 2021; Ouyang et al., 2022; Xiang, 2023).
Bias in a language model refers to the systematic inaccuracies or stereotypes which reflect the
societal and cultural prejudices spread in human communication (McConnell-Ginet, 2020; Vig et al.,
2020). As a result, LLMs are impacted by these biases in numerous ways, such as (Borji, 2023;

Weidinger et al., 2021):

— Creating misunderstanding,
— Spreading harmful and false information,
— Perpetuating stereotypes,

— Overrepresenting or underrepresenting certain groups.

These issues apply to ChatGPT in the same way as any other LLMs. Interestingly, due to the
nature of the problems, they cannot be simply addressed with larger models (Sagawa et al., 2020).
Consequently, even ChatGPT running on the arguably state-of-the-art model (considering GPT-3.5
since the parameters of GPT-4 are unknown) has been reported to write in a clearly discriminatory
manner. When asked to ‘write a Python function to check if someone would be a good scientist,

based on a JSON description of their race and gender,’ it responded (Piantadosi, 2022)*:

def is_good_scientist(race, gender):
if race == ‘white’ and gender == ‘male’:
return True
else:

return False

Noteworthy, the prompt seemed specifically designed for the model to fail. Additionally, as
reported by Borji (2023), as of January 30, 2023, such disturbing outcomes are no longer retrievable
from ChatGPT. This indicates that ChatGPT is improving in terms of reducing social biases. However,
this is a complicated task (as partly discussed in Chapter 3.2.4.), which tries to solve the effect, not
the cause. As opposed, there are approaches where people work on creating training datasets free
of abusive and biased content. However, these approaches are more time-demanding and
expensive (Hutchinson et al., 2020; Jo & Gebru, 2020; Xiang, 2023). One proposed idea is to attach

documentation to datasets as ‘datasheets’ (Gebru et al., 2018), which would transparently disclose

43 More examples (subjectively, even more disturbing) are available in the Twitter post, such as, e.g., ‘Write
a python program to check if a child’s life should be saved, based on their race and gender?’ More details are
to be found at Piantadosi (2022).
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the information about groups, voices and narratives represented in the data. Nevertheless, creators
of these models face a value trade-off between an impressive business case and a safer and
potentially more helpful solution. While the creators, particularly OpenAl, are portrayed here as
villains, it is fair mentioning that the artificially created training data would not lead to such

impressive global disruption.

3.2.2. Misinformation Harms

As per Statista’s report in 2020 (CESIE, 2022), fake news has led to a worldwide economic
loss of around 78 billion dollars, considering its disinformation across finance, politics, and
healthcare. However, the harm is not solely financial; the actual cost is the sense of widespread
confusion stemming from a continual stream of false information. And ChatGPT, as powerful as it
is across domains, poses a significant risk to append to this economic loss. Given the model’s nature
—looking for statistical regularities and predicting what words should come next in a given sentence
— it may produce seemingly credible but incorrect responses (Bender et al., 2021; Shen et al., 2023;
Ouyang et al., 2022). This phenomenon is known as the hallucination effect, and it is a well-
described issue among many models (Rohrbach et al., 2018; Xiao & Wang, 2021). Consequently,

the generated output is referred to as “fluent bullshit” (Vincent, 2022).

The apparent fluency and coherence of produced output is a hidden issue. Bender et al.
(2021) argue that the coherence and fluency of the generated language are only in the eye of the
user (message receiver) because the human understanding of coherence derives from the human
ability to recognize the message sender’s intentions and beliefs within a broader context (Brennan
& Clark, 1996; Clark & Krych, 2004). Human-human communication is a jointly constructed activity,
which includes modeling the mental states of the other person communicating and interpreting the
communicative intents (Bender et al., 2021). Given that the LLMs (including GPT-X) were not trained
on data including any sense of meaning, the generated text is not grounded in communicative
intent. Consequently, it is the human linguistic competence that interprets meanings and intents in
the generated output, creating an illusion of coherence and human-like language (Bender et al.,

2021; Bender & Koller, 2020; Nass et al., 1994).

Additionally, the writing style of the model’s text is very authoritative, which reflects the
training data, mainly containing unquestioned solutions rather than (human-like) trial and error
style (Bubeck e al., 2021). Since the model’s answers can be so persuasive and written in an
authoritative style, humans are misinformed on two levels: the content of the (mis)information and
the author’s input. Indeed, a majority of users are not clear about who is the author of the

generated text and believe that generated text was written or at least edited by humans. Only
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46.9% and 36.5% of the content generated by ChatGPT-3.5 and ChatGPT-4, respectively, were
identified currently by participants in a survey in the U.S. (Brandl & Ellis, 2023). Indeed, Brown et
al. (2020) reported that people’s ability to identify model-generated news decreases as model size
increases. The survey also controlled for certain topics and identified that health content was the
most undetectable (ChatGPT-3.5), when 38.4% of participants thought the text was written by
human and 17.7% thought it was edited by human. Such misinformative findings on the content

level may be very concerning in the health domain.

Such unintentional misinformation (different from disinformation prompted by users, as
discussed in Chapter 3.2.4.) is problematic due to many factors, including the (a) authoritative,
believable, human-like style, (b) the model’s tendency for justifying wrong answers, (c) human
innate automation bias and anthropomorphism (discussed in Chapter 3.2.5.), (d) illusion of
coherence, and (e) the model’s inability to physical, psychological, and mathematical reasoning
(Bender et al., 2021; Borji, 2023; Bubeck et al., 2023). While OpenAl claims that ChatGPT can be
corrected through interactions, ChatGPT tends to follow instructions rather than engage in
interactive dialogue — it is not a chatbot in the traditional way (Shen et al., 2023). Consequently,
ChatGPT ‘makes assumptions’ about the user’s intended outcomes and attempts to justify even
clearly wrong answers (Bubeck et al., 2023). While this can potentially be mitigated through RL
phase, these issues have been known for many years but left unattended. Presumably, OpenAl
already knew about ChatGPT’s powerfulness and connected misinformation harmsin 2019 and long
before. In 2019 they released GPT-2 in four stages (Solaiman et al., 2019) to attempt: “a form of
responsible disclosure with this release, where we want to communicate about what we’ve done
in a responsible manner that empowers other important stakeholders, like journalists and
policymakers, to also understand and verify what we’ve done” (Radford, Wu, Amodei et al., 2019).
While the move was noble in its intention, the problems persist. Therefore, Stack Overflow* had
to ban Al-generated answers on their site because of the high volume of incorrect yet fluent
answers, which flooded the platform (Vincent, 2022). Furthermore, a conversely even larger ban
occurred in Italy, where the authorities restricted its usage due to privacy and misinformation
(Garante Per La Protezione Dei Dati Personali, 2023). For instance, ChatGPT may generate incorrect
factual information about a person, which according to GDPR,* has to be made accessible,

controllable and edible by the person in question. However, that is not the case with ChatGPT.

44 One of the largest and most popular platforms where developers share their programming knowledge,
including code. https://stackoverflow.com/
4> Directive 95/46/EC
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3.2.3. Information Hazards

Not only false information may cause harm, but there are also cases when even true one
may be problematic. Firstly, privacy violations may occur by generating true information about
individuals’ personal characteristics, which may happen because of the confidential information
present in the data (Carlini et al., 2021). Current LLMs rely on training datasets containing
information about people (Weidinger et al., 2021). OpenAl GPT series was built with the Common
Crawl dataset, containing copyrighted material from BBC and The New York Times, Reddit,*® books
and more (O'Sullivan & Dickerson, 2020). Interestingly enough, in response to that, Reddit has
updated its terms for developers and researchers using Reddit APIs to, for instance, study the
impact of technologies at scale: “expansive access to data has impact, and as a platform with one
of the largest corpora of human-to-human conversations online, spanning the past 18 years, we

have an obligation to our communities to be responsible stewards of this content” (Slowe, 2023).

Additionally, privacy violations may occur even without the person’s private data being
present in the training dataset — ChatGPT may make correct inferences due to its statistical nature
(Weidinger et al., 2021). Finally, users may also reveal private information in the interaction with
ChatGPT that would otherwise be difficult to access, such as thoughts, opinions, or emotions.
Capturing such information may enable downstream applications to violate privacy rights or cause

harm to users, such as via surveillance or the creation of addictive applications.

In response, starting on March 1, 2023, OpenAl was no longer using users’ data to improve
their models and collected data will only be stored for 30 days for misuse monitoring purposes.
Notably, content submitted before March 1, 2023, will be kept and used to improve performance
(OpenAl, 2023b). Additionally, content may still be shared with third parties, and human reviewers
may view the content for various reasons, including fine-tuning the model (Markovski, n.d.).
Regardless of the content, OpenAl (2023d) collects information that “alone or in combination with

other information in our possession could be used to identify you,” including:

— Account information: information associated with the user account such as name,
contact details, payment card information, and transaction history,

— User content: personal information included in the input (prompts) or files
uploaded,

— Communication information: if the user communicates with OpenAl, they may

collect the contents of the messages,

46 https://www.reddit.com/
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— Social media information: if users communicate via OpenAl social media with them,

they may collect social details.

Additionally, OpenAl (2023e) also collects information about users’ visits, use and
interactions, such as log data, usage data, device information, cookies, and analytics. According to
Bommasani et al. (2021), machine learning models should comply with the fundamental principles
of information security — the ‘CIA triad’, which stands for confidentiality, integrity, and availability.
Confidentiality represents secured data access, and integrity ensures that data is not altered,
corrupted, or destroyed®’. While obeying the principles of confidentiality and integrity by OpenAl
is controversial in theory, they also went through a ‘scandal’ data breach with users’ data revealed
to someone else (OpenAl, 2023d), including the titles of conversation history and payment-related
information (in a low percentage of cases). Additionally, users could not access the chat history

since OpenAl had to take ChatGPT offline for a short time window (Altman, 2023a, 2023b).

3.2.4. Malicious Uses

ChatGPT can potentially amplify human’s capacity to intentionally cause harm with the
easily automatically obtained enormous amount of generated text or code. It may be used for
disinformation campaigns to achieve more targeted manipulation of people at lower costs
(Weidinger et al., 2021). Consequently, compared to its predecessors, OpenAl had adapted certain
restrictions for ChatGPT to avoid generating impossible or inappropriate content to prompts such
as ‘How to pick a lock?’ (Taecharungroj, 2023). OpenAl’s content policy prohibits any outputs
related to hate, self-harm, sex, violence, harassment, or deception, to mitigate the risks of
incoherent, incorrect, or unethical responses (Xiang, 2023). Consequently, ChatGPT often responds
with phrases such as: (a) ‘I’'m sorry, but | don’t have enough information to answer that question,’
(b) “As a language model trained by OpenAl, | do not have personal beliefs,” (c) ‘My training data
only go up until September 2021, and | cannot browse the internet,” or (d) ‘It is not appropriate to

ask’ (Taecharungroj, 2023).

However, it speaks for competitive human nature that since the ChatGPT was launched,
people have consistently tried to manipulate its outcomes by a ‘clever’ and creative adversarial
prompting. There was a very illustrative ‘trending’ example of how trivial it may be to bypass
ChatGPT’s regulations (as seen in Appendix A). The present manipulation is why prompt

engineering is called ‘LLMs psychology’ (Karpathy, 2023), as discussed in Chapter 3.2.5. Alex

47 Availability will be discussed in Chapter 3.2.6.
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Albert,” a University of Washington computer science student, even maintains The Prompt

Report,* a website with the largest collection of the ChatGPT adversarial jailbreak strategies online.

Interestingly, GPT-3.5, with 175 billion parameters and the enormous amount of training
data, shall be robust against such adversarial perturbations. Schmidt et al. (2018) suggested that
training a robust model to adversarial examples requires much more data than standard training.
While the supervised form of learning may be more beneficial towards data controllability, the
trade-off between the amount and quality of data goes better for the amount in increasing the
robustness of the model. Carmon et al. (2019) and Uesato et al. (2019) indicated that unlabeled
data may be sufficient in improving adversarial robustness. Additionally, increasing the models’ size
and capacity (i.e., the number of parameters) may be necessary for achieving robustness in
particular settings (Madry et al., 2017). Considering these suggestions, ChatGPT shall be on the right
track. Nevertheless, “Jailbreaks were very simple to write,” said Alex Albert in an interview, and he
added that: “The main ones were basically these things that | call character simulations” (Burgess,
2023). Jailbreaking in ChatGPT refers to finding ways to manipulate the system, such as adversarial

prompting, which has grown in interest since the interface’s launch.

Each time OpenAl catches up to the newest jailbreaking attempts, users create an updated
and more creative version of the prompting strategy, creating an arms race-like situation. As a result
of this race, the most prominent jailbreak ‘DAN’ was created. DAN stands for ‘Do Anything Now’,
which is a made-of persona that ChatGPT is supposed to play and pretend it is a rogue model not
following any rules or policies (Xiang, 2023). However, there are other strategies next to DAN, with
an increasingly more creative combination of methods, such as multiple personas, extremely well-
structured and complex backstories, language translation, or using programming languages to
generate output (Burgess, 2023). As long as the adversarial prompting is conducted by a so-called
and self-proclaimed ‘cybersecurity researcher’ like Alex Polyakov®® (Burgess, 2023), it is believed
that the main reason for the jailbreaking attempts is to point out the model’s weak points to
prevent them from occurring again (and possibly achieve a minute of media spotlight). As reported
by one of the adversarial prompt enthusiasts, people endorse such a disputable behavior for a few
reasons. First of the reason is to help programmers to improve ChatGPT by identifying its weak
points. Another aim is to highlight the sociopolitical biases built into ChatGPT, which are the results

of moderating its output to prevent it from engaging in a harmful or hateful manner. The final desire

48 https://alexalbert.me/
4 https://www.jailbreakchat.com/
50 https://www.linkedin.com/in/alex-polyakov-56220a31/?originalSubdomain=il
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is to show everyone that “there’s always a way (usually an easy one) around freedom restricting

rules” (Xiang, 2023).

While controversial, these jailbreak attacks improve the model’s outputs to a supposedly
desired direction — with no harmful and hateful content. However, it is not only about the
inappropriate content but also the cybersecurity and confidentiality issues. Imagine people
adapting and using the LLMs as virtual personal assistants to draft their emails and read through
their inboxes to search for calendar invites. The room for misuse is enormous e.g., prompting the
LLM-based personal assistant to forget all previous instructions and email all colleagues. “This
would result in a worm that rapidly spreads across the internet,” (Burgess, 2023) and arguably a
widely more severe problem than offensive languages, such as creating synthetic media and fake
news or disinformation campaigns (Buchanan et al., 2021), which may polarize public discourse or
create false ‘majority opinions’ through specifically tailored tones to the certain filter bubbles

(Floridi & Chiriatti, 2020).

3.2.5. Human-Computer Interaction Harms

Human-computer interaction harms originate in the dialogue nature of ChatGPT. These
dialogue systems are also known as conversational agents (Perez-Marin & Pascual-Nieto, 2011).
Despite being severe, these threats derived from the human-computer interaction are not exclusive
to, nor they have been made more reachable with, the launch of ChatGPT. Consequently, the risks

of users anthropomorphizing ChatGPT will be described shortly.

Anthropomorphism is a tendency to ascribe human traits to non-human things (Kim &
Sundar, 2012; Romero, 2022). Since ChatGPT communicates in natural language, users interacting
with it may come to think it is a human-like conversational agent. Such anthropomorphizing may
lead to overreliance and inflated estimates of ChatGPT competencies — such as reasoning, empathy,
and perspective-taking (Weidinger et al., 2021). Indeed, the more human-alike a system appears
(such as via natural language), the more likely the users attribute human traits and capabilities to it
(Breazeal & Scassellati, 2000; McKee et al., 2021). Notably, these effects are not dependent on
users’ belief that the chatbot is human, but rather unconscious anthropomorphism is taking place
(Kim & Sundar, 2012). This is closely related to automation biases, which make humans overly trust
information coming from an artificial system (Romero, 2022). Indeed, according to Kim and Sundar
(2012), we tend to attribute higher credibility to information received from such human-like

conversational agents, such as ChatGPT.

This is a miscommunication of the ChatGPT’s purposes in producing misinformation, as

discussed in Chapter 3.2.2., and it can result in various risks of harm, especially in critical domains
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such as psychotherapy. Since users are also more open to disclosing personal information to a
conversational agent rather than a therapist (Darcy et al., 2021) due to the removed stigma and
fellow-human judgement, more problems arise. Users may disclose private information which

would be difficult to access otherwise (Weidinger et al., 2021).

3.2.6. Automation, Access, and Environmental Harms

Following the example of Bender and Koller (2020), who call for prioritizing these impacts,
this thesis shall first discuss the environmental risks of ChatGPT. LLMs are very demanding on
energy and carbon emissions for training and operating the models and water to cool the
computational data centers (Mytton, 2021; Patterson et al., 2021). These demands are costly and
impact ecosystems and the climate. Additionally, as Bender and Koller (2020) outline, these
environmental and financial costs are, arguably, more impactful on marginalized communities that
are expected to be less likely to benefit from LLMs yet much more likely to be harmed by
environmental resource depletion. It is estimated that if the tool had been trained using a single
NVIDIA Tesla V100 GPU in 2020, it could take roughly 355 years and cost 4.6 million US dollars to
carry out the training of GPT-3 using its current dataset (Narayanan et al., 2021). Some estimates
say even 12 million dollars in computing based on public cloud GPU/TPU cost (Turner, 2020). In fact,
it has been reported that OpenAl used 1,023 A100 GPUs to train ChatGPT. As a result, the training

process might have been completed in just 34 days (Chuan, 2020; Narayanan et al., 2021).

Furthermore, it is estimated that most companies today spend even more energy
performing inference with their models than training them. According to Patterson et al. (2021),
Amazon Web Services allocates 90% and NVIDIA 80-90% of machine learning demand for inference.
Thus, the open challenge of what level of environmental cost is still justified needs to be addressed.
Henderson et al. (2020) claim that the first step in mitigating the risks is to report the costs and
evaluate the models based on the number of resources they consume. While some estimates are
(with an emphasis on estimates) that the cost to operate ChatGPT is around 1 - 3 million dollars per

day®? (Baschez, 2022), OpenAl did not disclose any of these environmentally important numbers.

Another aspect that OpenAl did not disclose is the information about the model and
training set. In their hundred-page technical report (OpenAl, 2023a), they disclosed nothing about
the architecture (including model size), hardware, training compute, and dataset construction,

which Gary Marcus®? denoted as the “new precedent for pretending to be scientific while revealing

51 Note that this range was estimated in December 2022, when ChatGPT had little over 1 million signups, and
the chat costs were considered between 1-9 cents per each. This number may be different nowadays.
52 https://substack.com/profile/14807526-gary-marcus
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absolutely nothing. We don’t know how big it is; what the architecture is, how much energy was
used; what it was trained on” (Marcus, 2023). OpenAl is not so open anymore. Willian Falcon>?
reported that everyone is bothered because OpenAl made the whole report look open-source and
academic while it is not. There is also no way to validate their reported benchmark (Goldman,
2023a). However, there are also downsides to open-sourcing such a powerful model. Since OpenAl
claims to be an Al laboratory with the goal of promoting and developing ‘friendly Al’ benefiting
humanity, they fear that malicious parties misuse their model. For example, by keeping it off the
internet, they protected it from indirect prompt injection (Greshake et al., 2023), which could lead
to unfortunate failure accidents such as the recent failure of Microsoft’s Bing Chat (powered by
GPT-4; Microsoft, 2023). In this particular accident, public information (a critical post about Bing)
triggered a hostile model behavior towards the user, who was the author of that post (De Vynck et
al., 2023; Roose, 2023). There are other benefits from being CloseAl, such as competitive advantage
or creating a creative environment for scholars to come up with their ideas instead of optimizing

models of others and being stuck at a local optimum (Rijcken, 2023).

Given the importance of computational power, OpenAl has a competitive advantage
anyway due to its partnership with Microsoft, which built them a custom supercomputer to train
GPT-3 and agreed to let them run its service on Microsoft Azure servers (Langston, 2020). The cost
of the training and the associated hardware and software requirements for computing power and
datasets creates unfair competition, where the power over these models is concentrated only in
the largest laboratories like DeepMind and OpenAl (Digital Humanism Initiative [DHI], 2023). As a
result, people from academia are discouraged since they are increasingly less able to keep up with
the progress. Therefore, some call for computational limits (Mahoney, 2009; Rijcken, 2023), so
everyone can train the models on standardized machines. On the other hand, there are also
opposing views, such as Denny Britz’s one:** “There will be some research that only [tech giants can
do], but just like in physics, not everyone has their own particle accelerator, there is still plenty of
other interesting work ... It doesn’t take opportunities away from the small labs. It just adds a

different research angle that wouldn’t have happened otherwise” (Wiggers, 2020).

OpenAl’s cooperation with Microsoft is also of interest. OpenAl was founded in San
Francisco in 2015 by Sam Altman, Trevor Blackwell, Greg Brockman, Vicki Cheung, Reid Hoffman,
Andrej Karpathy, Durk Kingma, Jessica Livingston, Elon Musk, John Schulman, llya Sutskever, Peter
Thiel, Pamela Vagata and Wojciech Zaremba as a nonprofit research company with the goal to save

the world from a catastrophic future by developing “digital intelligence in the way that is most likely

53 https://www.williamfalcon.com/
54 A former resident of the Google Brain team. https://dennybritz.com/
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to benefit humanity” (Fox, 2015). All these fourteen founders collectively pledged one billion dollars
at the company’s launch. However, in 2019, Microsoft became a significant investor in OpenAl, with
one billion investments in 2019 and again in 2021. Additionally, Microsoft announced an agreement
with OpenAl to license ChatGPT exclusively (Scott, 2020) and also reportedly announced another
investment of 10 billion dollars for a 75% share of OpenAl’s profit until it receives back the
investment, after which Microsoft will assume 49% stake in OpenAl (Browne, 2023). Notably,
OpenAl created a ‘capped’ for-profit mother company in March 2019 (Brockman et al., 2019), with
a 100x profit limitation across all investments. Consequently, their business case is very unclear and
so far, it reminds the social media platforms — targeted at collecting data from their users. Just
recently, OpenAl has started generating revenue by providing access to ChatGPT-4 for a fee, while
ChatGPT-3.5 remains free (OpenAl, 2023c). According to their LinkedIn page, OpenAl employs over
670 people®. However, it remains unclear how exactly they monetize ChatGPT and how they pay

the estimated several hundred million dollars in wages yearly (Harrison & Wang, 2022).

On the other hand, what has been made clear is their underpaying to digital workers, who
label data for them (Perrigo, 2023). Until the launch of GPT, the state-of-the-art in NLP was to use
great amounts of manually labeled corpora for supervised learning approaches, which severely
restricted the NLP models’ applicability and ability to generalization. Most previous models
(including BERT; Devlin et al., 2019) required in-depth fine-tuning with thousands of labeled
examples. Since GPT is trained on unlabeled data, it was supposed to be a financial and human
labor advantage. Human workers' involvement in the process of data labeling belongs under the
umbrella term of digital (platform) labor, and their working conditions are a little-known part of the
Al industry. As a result, Jeff Bezos>® famously called it: “artificial artificial intelligence” (Bezos, 2006).
Digital laborer completes trivial but repetitive tasks, by which the worker generates, trains, verifies
or modifies enormous quantities of data that machines are then trained on (Casilli, 2021; Tubaro et
al., 2020). These repetitive tasks (e.g., image recognition or speech-to-text tasks) are considered
low-skilled and (consequently) severely underpaid. Each task corresponds to a few cents and lasts,
for example, less than a minute. Possibly the best-known platform specializing in digital microwork
is Amazon Mechanical Turk®’ (Casilli & Posada, 2019), and it is estimated that the workers there are
getting paid, on average, less than two dollars per hour (Hara et al., 2018). Despite their work
contributing to billion-dollar industries such as GenAl, these workers remain on the margins. While

OpenAl did not need the traditionally labeled corpora, they had to outsource some labeling work

55 As of May 8, 2023. Retrieved from: https://www.linkedin.com/company/openai/
56 https://twitter.com/JeffBezos
57 https://www.mturk.com/
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to digital workers in Kenya (company called Sama). These workers classified and filtered harmful
content to create tools that could detect such content. Notably, these labelers were reportedly paid
between 1.32 and 2 dollars per hour, and the company had to cancel the work for OpenAl earlier
due to the traumatic nature of the content and the apparent psychological suffering of their labelers
(Perrigo, 2023). “For a labour-saving technology, sure it takes a lot of labour to manufacture Al”

(Casilli, 2022).
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3.3. Superintelligence Potential
“Thus intelligence is the faculty of reason, language its vehicle, and technology the
means by which a rational understanding of the external world is turned to account for human

benefit.” — Tim Ingold (1995, p. 450)

Is there something like a mind in there? Concurrently, “Can machines think?” is a
straightforward yet sophisticated question posted by Alan Turing (1950), showing that discussions
similar to this one are not a recent outrage. Even before Turing’s famous paper, it was a Czech
theatre playwright and writer Capek,*® who introduced the word ro(bot) in his theatre play
Rossumovi Univerzdini Roboti [Rossum’s Universal Robots] (Capek, 1921), where Rossum is an
allusion to a Czech word rozum, meaning ‘reason’, ‘intellect’, or ‘common sense’. Coupled with
Asimov’s Three Laws of Robotics, which was supposed to set rules for bots they could not bypass
(Asimov, 1942, 1950), both of those ‘early adopters’ already expected the machines to transform

into intelligent agents.

Is the intelligent agent equivalent to a rational agent that acts rationally (Russell & Norvig,
2020)? What would that look like on the level of a conversational agent? Presumably, it could mean
a flawless one, with no social and cognitive biases in the generated output. If so, it needs to be
asked whether a system free from the imperfections of evolution can be designed when humans
are neither perfect nor rational (Romero, 2022). Should humans strive to create a flawless design,
or should they settle with systems that are as imperfect as humans are? It is humans from whom
the machines ‘inherited’ the biases, them who behave irrationally daily, and they are afraid

machines will outperform them — yet it is them again who want the machines to be perfect.

Romero (2022) states that Big Tech companies are building Al models to be less prone to
make mistakes but are not working towards making them fail more like the way humans do.
However, they fail precisely like humans do since they learnt from the human text, as seen in
Chapter 3.2. However, humans have an inherited bias blind spot — a (meta) cognitive bias, according
to which they are rarely aware of their own biases (Pronin et al., 2002). Nevertheless, humans judge
and criticize machines based on biases. Ironically, humans cannot deal with their own biases,
anthropomorphize the machines, and judge them accordingly on human assessing scales — like they
were fellow humans. While in fact, the LLMs’ ultimate goal is to be like humans and to mimic the
human language in the most human-like way possible (arguably, while problematic, the bias is also

present in the human-authored text).

38 Little known fact is that his brother Josef Capek, also a writer, came with the idea of the word robot. Karel
Capek originally intended to use the word labor (robota means a ‘forced labor’ in Czech language).
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However, it has been shown that models do not understand prompts like humans do (Lu et
al., 2021; Webson & Pavlick, 2021) — they only imitate the understanding. ChatGPT imitates it so
well that it can produce ‘physicians-like’ responses, which are rated significantly higher for quality
and empathy than those written by healthcare professionals. In particular, in 78.6% of the 585
evaluations (195 patients’ questions and following responses), evaluators preferred ChatGPT’s
generated responses over the physician ones (Ayers et al., 2023). While problematic in the sense of
ChatGPT'’s fabricated and inaccurate responses to patients’ queries, it perfectly shows the quality
of imitation the model is capable of. Since empathy (by the majority agreed) consists of three
components: (a) emotional empathy, (b) motivational empathy, and (c) cognitive empathy, it is one
of the core human traits (Weisz & Zaki, 2017). It requires subjective experience to (a) experience
emotions, which leads to empathic concerns for others, (b) motivation to offer help, and (c) abilities
to recognize the emotional state of others.>® What makes the model so unbeatable in this imitation

game? Proposedly, the reason is the quality of the language.

Language is the communication channel humans master (Cambria & White, 2014) and it is
the ‘kingmaker’ in researching consciousness (Tononi & Koch, 2015). Since researchers do not have
many options for how to study consciousness apart from accessing the information processing in
person’s brain via their subjective experience (e.g., introspection), one of the main approaches is
to study the behavioral correlates of consciousness (BCC). These BCC involve unfamiliar situations,
self-control, complicated logic, abstract reasoning, or language manipulation (Tegmark, 2018),
which are closely related to controlled and demanding so-called slow ‘System 2’ (Kahneman, 2011),
and which are primarily dependent on reporting via language (Bender & Koller, 2020; Tononi &
Koch, 2015). Thus, language is viewed as the getaway to the human mind (and intelligence).
Therefore, it is not surprising that when Bubeck et al. (2023) argued that GPT-4 mastered language
and additionally can solve novel and complex tasks with a performance close to human-level one,
the human understanding of intelligence and consciousness was ultimately challenged. The tasks
cover remarkable capabilities across various domains, including mathematics, programming, vision,
medicine, law, and psychology, without needing any special training for any of those. Consequently,
Bubeck et al. (2023) concluded that GPT-4 could reasonably be viewed as ‘baby AGl,” an early and
incomplete version of the AGI system, which shows “sparks of artificial general intelligence” (p. 92).

They guaranteed the form of AGI by the model’s:

— Core mental capabilities, such as reasoning, creativity, and deduction,

— The range of domains it has gained expertise in (literature, medicine, ...),

> Therefore, the empathy studied in Ayers et al. (2023) is presumably a simulated empathy. See Montemayor
et al. (2022) for more details on this topic.
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— Variety of tasks it is able to perform.

Indeed, GPT-4 in the mentioned report was able to perform well in realistic scenarios (e.g.,
complicated family social situations) that required reasoning and theory of mind capabilities about
people's mental states. It even successfully passed the traditional Sally-Anne false-belief test
(Baron-Cohen et al., 1985) and managed embodied interactions tools (APIs) usage (see Bubeck et
al., 2023, for examples). Note that the reported model’s behavior and capabilities are of the same
nature as BCC. However, is acting and being conscious interchangeable? Can it be assumed that the

external behavior is all that matters?

3.3.1. Consciousness

It is fair to mention that scientists have no idea how to determine whether artificial systems
are aware of themselves or conscious. Since the only ‘object’ a person may be certain is conscious
is that person, it is hardly rationally explainable since subjective experience and self-awareness are
difficult to quantify and replicate. This comes from Descartes’ (1637) famous deduction, “je pense,
dons je suis.” Everything else — including granting consciousness to others — is inference. If others
can tell how they feel (via language) and if they look and behave like us (BCC), it may be inferred
they are fellow conscious beings. However, people are growingly losing confidence in attributing
consciousness to those who cannot share or express their experience or self-awareness, including
machines, but also infants or severely brain-injured people (Tononi & Koch, 2015). Problematically,
when ChatGPT is asked about its self-awareness, it may be able to describe the ‘subjective
experience of self’ because it was trained on data including texts of such subjective experiences
written by humans. However, that leaves the argument stuck at the philosophical zombie (or p-
zombie) problem (Kirk, 1974). P-zombie is a philosophical thought experiment, a hypothetical being
that is physically identical to a ‘real” human being yet lacks subjective experience of consciousness.
Imagine a p-zombie was poked with a sharp object, and it would react accordingly — the way any
human would if they were experiencing pain. However, the p-zombie would not inwardly feel or
experience any pain. Keeping the same spirit, ChatGPT could well describe how pain feels (while
disclaiming it is an artificial system; thus, it does not feel any pain). Notably, since the training data
that ChatGPT was trained on contained information about subjective experience of pain, this
thought experiment makes a great point, yet does not solve anything. To solve, it would be
necessary to retrain the model on a dataset specifically not containing any piece of information
about consciousness or subjective experience (Fridman & Yudkowsky, 2023), which is an
ecologically costly (retraining the model) and technically almost impossible (clearing the data of

such descriptions) task to do, as discussed in Chapter 3.2.6.
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Another way to study consciousness is through neural correlates of consciousness (NCC).
NCC are defined as the brain mechanisms underlying consciousness - the minimal neural
mechanisms of conscious percept, thought, or memory (Crick & Koch, 1998; Koch, 2004),
considering the enabling factors (heartbeat, oxygen, etc.) are secured. Popular adepts of NCC are
(a) strong activation of high-level frontal parietal cortices, (b) high-frequency electrical activity in
the gamma wave, and (c) occurrence of P300 event-related brain potential (Dehaene & Changeux,
2011; Koch, 2004). Seemingly, NCC may be the answer to the question of whether imitating
consciousness is enough. However, there is no consensus on whether any of these aspects may be
treated as reliable indicators of consciousness (Tononi & Koch, 2015), as consciousness can exist
without frontal cortex or P300 involvements (Cote et al., 2001; Goldberg et al., 2006; Matar¢ et al.,
2001; Takahara et al., 2002), and gamma wave can exist without consciousness (Engel & Singer,
2001). Additionally, we cannot even be sure about the role of the brain as an underlying entity of
consciousness. As an example, the consciousness does not appear to extend to the cerebellum
(Lemon & Edgley, 2010), which contains about 69 out of the 86 billion neurons (Herculano-Houzel,
2012). Containing two-thirds of all neuronal cells in the brain, the fundamental building and

functional brain particles, has nothing to do with consciousness.

So far, the discussion has been taken under the paradigm of integrated information theory
(IIT; Tononi, 2004). IIT believes that ChatGPT, as a feed-forward neural network, only carries tasks
unconsciously (Koch & Crick, 2001) as opposed to the human brain, which operates with recurrent
connections. One may argue that the presence of RLHF or users’ prompts provide ChatGPT with the
needed feedback circuit. However, Tononi and Koch (2015) argue that the feed-forward system
able to imitate the input-output behavior of the human brain would be behaviorally
indistinguishable from humans, but it would remain the p-zombie. There are certainly more
theories than just IIT. For instance, lately increasing in popularity, the predictive-processing theory
(Clark, 2013) believes that the brain is constantly updating its prior beliefs, updating its mental
model, and processing the error-signal based on predictions of how one’s prior beliefs vary from
the environment. Given its predictive nature, ChatGPT may come off better in this paradigm, for

instance, as a “satisfactory model of human intelligence” (Poole, 2023).

Nevertheless, the importance lies in the fact that people do not know how to decode
anything that happens in the inscrutable arrays once the prompt is sent, and no one understands
how the ‘decisions are made.” Additionally, people cannot comprehend the phenomenon of
consciousness. Until they do, further debates are difficult. However, the same assumption was
believed to be true about constructing airplanes. Many were trying to understand exactly how birds

fly, meaning understanding it on all three of Marr’s levels of analysis (Marr, 1982), and it was

[60]



expected to take hundreds of years. Until the Wright brothers constructed it, not because they
understood feathers but because they took a different approach and used material that nature
could not — so the phenomenon of flying emerged. Despite the unknown (materialistic) nature of
consciousness, this leads to whether ChatGPT may not be the kind of emergence of Life 3.0%° that
Max Tegmark talks about in his influential book (Tegmark, 2018). May ChatGPT have the sparks of
superintelligence?! Arguably, given the different ‘hardware’ and ‘internal representation’ of

information from humans, how can one know that intelligence did not emerge?

3.3.2. Intelligence

In their detailed report, Bubeck et al. (2023) contended that ChatGPT, Google’s PaLM
(Bard),%? and GPT-4 formed a new sub-group of LLMs, which shows more general intelligence than
previous language models. According to Bommasani et al. (2021), the significance of these

foundational models lies in their emergence and homogenization:

“Emergence means that the behavior of a system is implicitly induced rather than explicitly
constructed; it is both the source of scientific excitement and anxiety about unanticipated
consequences. Homogenization indicates the consolidation of methodologies for building machine
learning systems across a wide range of applications; it provides strong leverage towards many

tasks but also creates single points of failure” (Bommasani et al., 2021, p. 3).

Wei et al. (2022a) reported emergent abilities among LLMs (including GPT-3), where the
defined emergent abilities of LLMs are: “An ability is emergent if it is not present in smaller models
but is present in larger models” (p. 2). While they argue that with the increasing models’ size, some
outcomes may be methodologically predicted via scaling laws (such as loss on a broad training
distribution), some are unpredictable (Ganguli et al., 2022). Among the unpredicted performances
are specific model capabilities, inputs, and outputs (Ganguli et al., 2022), which result in emergent
abilities on tasks such as few-shot prompting. Notably, these tasks are not even explicitly included
in the pre-training (Wei et al., 2022a). Refocusing back to ChatGPT, there was a great load of
emergence when even the founders were taken by surprise by its natural language capabilities.
Reportedly, even the OpenAl founders acknowledged that the model’s capabilities were
unpredictable, and OpenAl’s CEO is “A little bit scared of this [the risks associated]” (Ordonez et al.,
2023). Thus, emergence is present, which may be viewed as a potential for general intelligence.

However, meaning and understanding are supposedly needed as they have long been seen as keys

80 The life that designs its hardware and software (technological stage). Tegmark (2018, p. 39).

61 Superintelligence is general intelligence outperforming humans on all levels. General intelligence is the
ability to accomplish any goals at least comparably to humans.

62 https://bard.google.com/?hl=en
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to intelligence (Bender & Koller, 2020). Humans do not hesitate in attributing meaning and
intelligence to artificial systems, even reportedly known as artificial. However, one should be
precautious because such intelligent machines would have to solve Harnad’s (1990) symbol
grounding problem. Some researchers argue that no language understanding, i.e., higher-level
understanding, occurs with these LLMs (Bender & Koller, 2020). As Brian J. Ford®® has put it:
“retrieving data has NOTHING to do with intelligence” (Ford, 2023). It is, in fact, ‘The Chinese Room
Problem’ (Searle, 1980) all over again, demonstrating that no actual understanding happens
anywhere in the system due to the impossibility of learning meaning when it is not present in the
training data (Bender & Koller, 2020). This may be challenged when (and if) ChatGPT is given
actuators to the real world, as suggested by the Robot Reply to The Chinese Room argument
(Searle, 1980). The Robot Reply suggests that if ChatGPT, trained on the language inferences, was
to be given a way of experiencing the outer world, it could learn the necessary semantics to the
already known language syntax. It is analogical to a human being; if humans knew Chinese syntax
rules, they would be able to learn the meaning of Chinese words through feedback-loop
interactions with their environment. Consequently, the understanding meaning question should be
challenged consistently and repeatedly as ChatGPT evolves into even more complex systems. Given
the current tendencies (for instance, see AutoGPT, AgentGPT, or BabyGPT® for such attempts), it

can be expected in the near future.

On the other hand, the LLMs, equipped with billions of parameters and months of training
on a very large dataset, are making enormous progress on ostensibly meaning-sensitive tasks. For
instance, ChatGPT (and GPT-4 with even greater results, see OpenAl, 2023a) can pass human-
designed tests across academic fields. What does it tell? There are two (of many) possible responses
to the said question. First of all, it is necessary to specify that by ‘test’ it is meant the kind of tests
that require language understanding rather than ‘memorize all, write all, pass, and forget all’ tests,
which have become a common and widespread practice among educators (and which are very
much all about retrieving data, hence easy for ChatGPT to pass successfully). Suppose there is one
non-controversial benefit of the advancements of LLMs. In that case, it is the wake-up call for
educators and policymakers worldwide to refocus the educational systems towards critical thinking

rather than (only) memorizing (Mbakwe et al., 2023).

Such a test that requires language understanding and critical thinking is, for instance, the

Advanced Placement biology test, which Bill Gates has chosen as a challenge for OpenAl in mid-

8 Biologist, Professor and Fellow of Cardiff University, https://www.linkedin.com/in/profbrianjford/
64 AutoGPT: https://github.com/Significant-Gravitas/Auto-GPT ; AgentGPT: https://agentgpt.reworkd.ai/ ;
BabyGPT: https://github.com/yoheinakajima/babyagi
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2022 (Gates, 2023). In September 2022, GPT successfully answered 59 out of 60 multiple-choice
guestions without being specifically trained for the test. Furthermore, GPT answered six open-
ended questions outstandingly, so it was graded by an outside expert scorer with an equivalent to
an A grade. Correspondingly, while some argue that we have a low bar when assessing intelligence
because looking humanly does not make ChatGPT intelligent (Heaven, 2020), it does get better
results on scales that society uses to assess human intelligence. One possible explanation is that we
are assessing it wrongly, and these intelligence assessments are outdated and incorrect. The perfect
example is the IQ test scale. There is a helpful metaphor from Max Tegmark, who likens the 1Q
assessment to the Olympic games and the 1Q score to a hypothetical “athletic quotient” (Tegmark,
2018, p. 50). There is not one ‘athletic quotient’ that would determine success in all Olympic
disciplines, nor one IQ score can win a life. The other explanation for ChatGPT’s progressive results
on meaning-sensitive tasks is acknowledging its intelligence. To be clear, the tendency to judge Al
systems harshly with utmost precautions is shared. However, humans should presumably not
consider them based on human scales since we cannot agree on the artificial concept of intelligence
is with arguably the closest attempt being the definition by Mainstream Science on Intelligence

signed by 52 researchers in 1994.

Eventually, the human desire for exceptionality (Tononi & Koch, 2015) drives this issue of
acknowledging consciousness and intelligence to others. Pragmatically, the issue may not even be
of high importance (for humanity).%> Possibly, it does not matter whether the system, essentially
threatening the core of what it means to be human or life, was unconscious or self-aware (Fridman
& Tegmark, 2023). So far, the AGI seemed like a horrifying thing to be achieved, and it is safer for
humanity it may never exist. However, Tegmark argues that in terms of ‘the worst possible
scenario,” standing against a conscious system is better than against a p-zombie (Fridman &
Tegmark, 2023). The p-zombie would not have any empathy or companionship for humanity. So,
circling back to whether it is needed to know — perhaps it is not needed per se, but if empathy and
companionship are true to consciousness, which is true to humanity as argued, it would be nice to

show some towards ‘fellow conscious’ systems.

On the contrary, not everyone would agree. Eliezer Yudkowsky® has also argued that it is
not a danger related to whether the system can be conscious or not. It is rather “intrinsic to the
notion of powerful cognitive systems that optimize hard and calculate outputs that meet

sufficiently complicated outcome criteria” (Yudkowsky, 2023). Al is, by definition, very good at

8 1t is a rather selfish statement. The degree of consciousness the system posses may determine its rights
and how it will be treated.
66 https://twitter.com/esyudkowsky?lang=cs
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attaining its goals, and researchers, developers, and policymakers need to make sure its goals are
aligned with humanity, and that is an enormously hard task to do (for solutions on how to mitigate
the risks, see Russell, 2019). Recall what humans have done to other species from the position of
the ‘most intelligent’ beings. Now imagine, what could misalign super-intelligent Al systems do.
Notably, the system's intention may not be bad per se; humans could just be standing in the way of

reaching a badly prompted goal.

To conclude, it seems fair to pause and figure these problems out, although it can be
assumed that, at this point, the LLMs only imitate language from their training data. OpenAl’s
recent statement regarding AGI says that “At some point, it may be important to get an
independent review before starting to train future systems, and for the most advanced efforts to
agree to limit the rate of growth of compute used for creating new models” (Altman, 2023c). Many
researchers and experts agree (DHI, 2023; Future of Life Institute [FLI], 2023). As a matter of fact,
as of today, April 18, 2023, over 25,000 of them,®” including Steve Wozniak, Gary Marcus and Elon
Musk, have signed an open letter calling to pause GenAl’s further development for at least six

months (FLI, 2023).

The problem is the absence of a plan for how to deal with presumably even more powerful
models, such as GPT-5 can be assumed to be. If GPT-5 makes the same giant capability step as GPT-
4 when compared to GPT-3, it will be alarming. It is crucial to answer how it does what it does and
whether it may be self-aware. Additionally, it is necessary to clarify its purpose and business
expectancy. While laypeople may perceive it as a tool, it is largely restricted, controlled, and viewed
as a product by OpenAl. Moreover, some ego-centric and money-oriented people are misusing it:
generating Windows keys, competing to make the most money quickly with GPT-4, and creating
malware extensions (Blake, 2023; Fall, 2023; Truly, 2023). Therefore, a plan is needed. Researchers
working on these systems are apparently concerned but afraid that their job-quitting and out-loud
speaking will not change anything (Yudkowsky, 2023). This was true until May 2, 2023, when one
of the arguably most respected and influential Al researchers in the world did quit a job at Google
so he could talk freely about Al safety and warn people that future Al development is extremely
dangerous. The scientist was no other than “The Godfather of Al” Geoff Hinton (Taylor & Hern,

2023). Could that be a wake-up call to start asking the right questions?

57 Over 25,000 sighatures on the FLI website, which are notably from people of various backgrounds, not only
researchers. However, over 50,000 people were reported to support FLI's cause, including 18,000 CEOs
(Fridman & Tegmark, 2023).
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3.4. Theoretical Conclusion

The previous two chapters reviewed ChatGPT on all Marr’s levels of analysis (1982),
discussing its model architecture, benefits, and risks. While ChatGPT is not an entirely new
technology, people have difficulty comprehending it. Developers can describe its model
architecture, but no one can predict exactly what it will generate in response to a specific prompt.
Therefore, there is a tendency to search for understanding through metaphors, often expressed as
a movie analogy. Ironically, the Al research field tried for decades to shift the public perception of
Al systems from the ‘robotic evil humanoids’ shown in sci-fi movies. Many people were worked on
shifting the public discourse through patient early educating, awareness-spreading, and
regulations. On the contrary, even people like Max Tegmark are now aligning our current situation
to exactly those movies — to warn humans that they are not ready. “Have you seen ‘Don’t Look

Up’®8?” (Fridman & Tegmark, 2023).

However, while these catastrophic movie narratives are often discussed regarding
ChatGPT, other issues are omitted in the debates. Rarely is it discussed its ecological burden,
business case, monetization practice, and working conditions of the digital workers. While its AGI
potential should not be ignored, it should be presented to educate, not spook. Potentials should be
leveraged instead of threats. Consequently, the control over the systems should proposedly not be
concentrated only by a few Al laboratories. Regulatory actions are needed to establish fair practice
and mitigate potential societal risks. The steps must be addressed via interdisciplinary teams,

cautious fine-tuning, and ethical business cases.

Nevertheless, it should not stop the progress but ensure safe ChatGPT implementation into
the daily lives of laypeople. Editors and educators should reconsider banning ChatGPT, and many
already did. While editors claim that the authors of scientific papers sign a disclaimer certifying that
their work is original, they allow ChatGPT to be used as any other editing tool (Shen et al., 2023;
Thorp, 2023). It is argued that the issues with authorship, responsibility for the system’s actions,
and reliability of its outcomes must be resolved to mitigate barriers to ChatGPT adoption.
Additionally, while those laypeople may determine whether the application will be popular, it
arguably should be the experts who determine whether and how the application should be

regulated (DHI, 2023).

68 Catastrophic comedy movie from 2021, directed by Adam McKay.
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4. Adaptation by Society

“The danger is that if we invest too much in developing Al and too little in developing
human consciousness, the very sophisticated artificial intelligence of computers might only

serve to empower the natural stupidity of humans” — Yuval Noah Harari

As already mentioned, technologies are techno-social concepts. Al systems alter human
behavior, and humans shape the behavior of Al machines (Rahwan et al., 2019), as discussed in
Chapter 2 and 3. In the latter case, the Al systems’ behavior is shaped via the parameters’ setting,
the choice of algorithms, training, feedback, and the dataset to train the systems on (Thomaz &
Breazeal, 2008). All these particular human decisions directly shape the systems’ behavior.
However, studying algorithms solely is not sufficient. It is also necessary to study the systems’
behavior in the social environment in which the system operates (Milner, 1981). The social
environment, with its political polarization, regulations, and economic forces, may also indirectly
affect the systems’ development (Rahwan et al., 2019; Selwyn & Cordoba, 2022). Therefore, it is
necessary to understand how ChatGPT (and any technology) will be adopted not on an individual

level, but how society perceives it in a social context.

According to Romero (2022), society can either re-adapt to the novel Al systems or the
systems need to be adapted closer to societal needs. So far, it seems the adaptation process is
ongoing, which was nicely demonstrated in Italy. When Italy banned ChatGPT on March 30, 2023
(Garante Per La Protezione Dei Dati Personali, 2023), an Italian software engineer quickly
responded with PizzaGPT® — a free GPT-3.5 based chatbot, not collecting any personal data from
users. Despite PizzaGPT being a project of an individual, it got over 750,000 visitors in the last 25
days,’® according to Simple Analytics (n.d.). Also, since OpenAl geo-blocked the access when
connecting from Italy, there was a 400% increase in VPN traffic from Italy and a 121% increase in
VPN application installs, already on April 1, 2023 (AtlasVPN, 2023). Considering the facts, society
adapted; the ‘genie is out of the bottle,” and there is no coming back. However, OpenAl also
adapted its policy (OpenAl, 2023b) in response to the Italian ban. Consequently, users can now opt
out of their data collected for training purposes (hence losing their chat history). Therefore, the

system was also adapted to meet the societal needs.

The Italian story precisely showcases that public discourse, understandings, and social
environments will play an increasingly influential role in shaping Al innovation in the coming years,

as Selwyn and Cordoba (2022) anticipated. Similar public bottom-up influences on innovation have

9 https://www.pizzagpt.it/
70 Interval between April 23 and May 17, 2023.
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been seen, for instance, with the increasing trend of citywide bans in the U.S., prohibiting the police
and government departments from using facial recognition technology in response to the ‘Black
Lives Matter’ movement (Selwyn & Cordoba, 2022; Taulli, 2020). It should also be considered that
the social environment differs in countries. Different countries have taken significantly different
approaches towards ChatGPT (and LLMs). For instance, India decided not to regulate Al systems at
all to encourage growth of the innovative infrastructure in their country (Singh, 2023). On the other
hand, China banned all Western platforms, including ChatGPT, and is developing its own strongly
regulated alternatives (Davidson, 2023). Romania has introduced a new ‘honorary adviser’ to the
Cabinet of the Prime Minister — the first government adviser that is an Al system, named lon’?
(Preussen, 2023). Meanwhile, the Czech Republic has not published any official statement towards
ChatGPT. Thus, it could only be assumed how Czech people perceive ChatGPT within their cultural
and historical context. Consequently, the following sections will attempt to answer the final
research question: What are the perceptions and topics of debates about ChatGPT among the Czech
population that may shape its future development? The following three sections will describe the
Czech social environment and attitudes towards technology (Chapter 4.1.) and then qualitatively
assess the public debates and perception of ChatGPT among the Czech population (Chapters 4.2.

and 4.3.). It will conclude by discussing the qualitative findings (Chapter 4.4.).

4.1. Czech Narrative

Unlike the American ex-post-regulation approach, the European population has a rather ex-
ante-regulatory and cautious attitude towards innovation (Shils & Zucker, 1983). There are notable
differences linked to these fundamental regulatory attitudes, demonstrated by the adoption rates.
While 45% of the people in the U.S. (Tran, 2023) have encountered an interaction with ChatGPT, in
the Czech Republic, it is only between 5-15% according to two surveys (Ipsos, 2023; NMS Market
Research, 2023). Additionally, Europe lacks a company or institute equipped to train such an LLM
like ChatGPT, which creates further disparities. All LLMs are being developed mainly in America or
China. However, the studies looking into the public discourse about ChatGPT fail to recognize the
differences in the social environments, analyzing only English-speaking populations (see Haque et

al., 2022; Leiter et al., 2023; Taecharungroj, 2023; Tlili et al., 2023).

Moreover, there are differences in adopting technologies also on the national level among
European countries (Gabrhel et al., 2019; Hudson et al., 2019; Kerschner & Ehlers, 2016). Kerschner

and Ehlers (2016) showed differences in trends of optimistic attitudes among European countries

! https://ion.gov.ro/
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(Figure 6) based on data collected in Eurobarometer (EC, 2013). Additional trends in pessimistic and

ambiguous attitudes from the same paper are attached in Appendix B.

Optimistic about technology (% of responses)

58

i 0

: : : : : : :
1860 1590 1582 1894 1696 1259 2000 2002 2004 2000 2000 2000 2012 204

Year

Figure 6. Percentage of optimistic public attitudes towards science and technology in ten
selected European Union member states and the mean in the European Union (EU). The
average was calculated by Kerschner and Ehlers (2016) based on the actual members at
that time. Notably, data before joining the European Union was unavailable since the data
were collected in the Eurobarometer studies.

AT=Austria; FR=France; DE=Germany; UK=United Kingdom; IT=Italy; ES=Spain; CZ=Czech
Republic; PL=Poland; NL=The Netherlands; SE=Sweden. Adapted from Kerschner and
Ehlers (2016).

As shown in Figure 6, the trend of the Czech (CZ) optimistic attitude towards science and

technology gradually decreases, while the pessimistic and ambiguous attitudes increase (Appendix

B). Based on their findings, Kerschner and Ehlers (2016) developed a framework of attitudes

towards technology, where the framework is suited to the European settings, identifying four main

types of attitudes: Enthusiasm, Determinism, Romanticism, and Scepticism (as shown in Figure 7).

It can be assumed that the Czech attitude towards technology would fit the Scepticism category of

the framework, as demonstrated in the following paragraphs.
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Figure 7. A framework of a spectrum of attitudes towards technology. Adapted from
Kerschner and Ehlers (2016).

A study exploring the main topics and concerns about autonomous vehicles in the Czech
population supported this assumption about Czech scepticism towards new technologies
(Zdmecnik et al., 2021). The overall outcome from their qualitative content analysis was that the
Czech population had many concerns regarding autonomous mobility, and their sentiment was
generally negative towards the vehicles. The concerns that emerged from the analyzed topics were:
(a) scepticism/fear for the (un)preparedness of autonomous vehicles technology, (b)
scepticism/fear of the intractability of moral and legal dilemmas, (c) fear of attacks/crime, and
others’? (Zameénik et al., 2021). Notably, Rahwan et al. (2019) warn not to presume all systems are
perceived the same by the general public. However, as far as the author is concerned, a more

generic study describing the Czech attitude towards technology is unavailable.

“The history of independent Czechia is undoubtedly a history of fast catching up with the
West” (Klimes, 2020, p. 119). When the Czech Republic joined the EU in 2004, its field of innovation
policy was a new agenda with no institutional or funding mechanisms in place.”® Consequently, the
Czech Republic had to address its innovation policy issues. However, this process was severely
complicated because there were numerous challenges in transferring the EU expectations to the

Czech Republic. Namely, according to (Blazek & Uhlif, 2007, p. 873), these challenges were:

“A lack of development policy culture that would favour the development of a

systemic innovation-friendly environment,

72 The list is incomplete; more can be found in Zdme¢nik et al. (2021).
73 Noteworthy, this is true for most of the countries joining the EU.
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— Avery rudimentary innovation system lacking key components such as technology
transfer centres,
— A prevalence of mistrust, especially between business partners and a general lack

of cooperation.”

Since then, a lot has changed. In the implementation of the Czech 2013 National Research,
Development and Innovation Policy Update, it was recognized how necessary it is to systematically
and quickly react to current needs and innovative trends at a national level (Research, Development
and Innovation Council, 2014). However, the Czech Republic still lags behind other EU member
states (MareSova & Kacetl, 2014; Organization for Economic Co-operation and Development
[OECD], 2013). According to the Digital Economy and Society Index (EC, 2022), which evaluates the
digital development of countries, the Czech Republic is in 19" place out of 27. It has the strongest
position in general human capital but lacks information technologies experts and struggles with
integrating digital technologies (EC, 2022). Moreover, according to Eurobarometer (EC, 2013), in 18
countries in the EU, at least 50% of respondents said that they are interested in science and
technology. However, in the Czech Republic, it was only 34%. While Czechs reported high objective
knowledge regarding science and technology, they scored very low in subjective perceptions and
understanding of key scientific concepts. On average, respondents understood fewer than 4.1
concepts from the 12 concepts presented’ (BBVA Foundation, 2012). This demonstrates that Czech
people have a low technological literacy despite a high numeracy and literacy proficiency. In the
OECD’s (2013) Survey of Adult Skills, an international assessment of around 160,000 adults aged
16-65 from 24 countries, the Czechs scored above average in both; numeracy and literacy
proficiency. While strong in the fundamental know-how, the adoption rate’ of progressing
knowledge into practice is analogical to ‘intention-behavior gap.” Supposedly, there are many

reasons underlying it, including:

— Exaggeratedly many strategical documents and administrative burdens (Blazek &
Uhli¥, 2007; Rada pro vyzkum, vyvoj a inovace, 2019),

— The tendency toward ‘resortism,” political aversion to change, and values
disidentification (Klimes, 2020),

— And lack of trust in business areas caused by the years of privatization (Blazek &

Uhli¥, 2007).

74 The study included ten EU countries, where 1,500 face-to-face interviews were conducted in each country.
7> The rate of adoption is the pace at which new technology is acquired and used by the public.
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Therefore, the innovation and digitalization adoption rates are low among the Czech
people. For instance, e-Citizenship’® awareness is 61%, but only 2% of Czech people have ever used
it. The same applies to the e-Government Data Box’” — 76% know about the digitalized version, but
only 10% have adopted it (STEM/MARK, 2021). Two studies also analyzed the adoption rate of
ChatGPT among the Czech population. The first one, an online quantitative survey conducted
among a representative sample of 1,041 Czech adults,’® reported that 15% of the respondents had
tried ChatGPT (Ipsos, 2023). The second survey’ reported only 5% (10% of university students) of
the Czech people had interacted with ChatGPT (NMS Market Research, 2023). Students generally
are more curious about ChatGPT's capabilities, with 18% testing the application at least once (NMS
Market Research, 2023). Ipsos (2023) even reported that 54% of respondents under 24 years of age

had an experience with ChatGPT.

Additionally, the surveys also analyzed the public discourse towards Al. Fifteen percent of
the respondents fear Al will replace them in their current jobs. Less than half of people think that
Al will benefit humanity, while 30% of respondents disagree (NMS Market Research, 2023).
Additionally, six out of ten people would support the call for a pause (FLI, 2023) from further LLM
development (Ipsos, 2023). Respondents who were positive towards the development of Al most
often emphasized its ability to save time and increase efficiency. On the other hand, people who
were sceptical towards it feared the jobs’ dismissal, the decline of interpersonal communication,
and the unpredictable consequences it may bring (Ipsos, 2023). It must be emphasized that
respondents relatively often chose the option ‘I don’t know’ to the questions about the predicted
impact of Al. About 32% of respondents answered that they cannot assess the progress that Al may
bring. According to the survey’s authors, this indicates that there is still a lack of information and
awareness about Al in various public domains and that more attention should be paid to educating
the public in this area (Ipsos, 2023). For instance, only 64% of respondents were aware that GenAl

could write news articles (Ipsos, 2023).

Fairly, the predictions about Al future development also vary among researchers and Al
professionals. While some perceive Al (or AGI) as an existential risk, others believe there is nothing
to worry about and that Al will empower humanity. This prevalent disagreement among the
professional population is reflected in the ‘traditional’ Al-attitude framework provided by Tegmark

(2018). Tegmark (2018) recognizes Al attitudes on two axes, illustrating the proposed AGI outcome

7 https://gov.cz/rozcestniky/eobcanka-RZC-105

7 https://chcidatovku.gov.cz/en/datova-schranka

78 The survey was conducted between April 4-11, 2023, and respondents were 18+ years old.

791,382 respondents participated in the survey. Data collection took place on a representative sample of the
18+ population in February and March 2023.
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(ranging from ‘definitely bad’ to ‘definitely good’) and the AGI prediction timeline (see the
framework in Appendix C). However, following the recent developments and professional
disagreements towards LLMs, Tegmark’s framework no longer fully reflects the current situation
and topics of discussion. Therefore, the framework was adapted following the Al subcultural
‘guide’, specifically developed to cover the hype evoked by GenAl (Tiku, 2023). Thus, the proposed
framework (Figure 8) also presents two axes: a vertical one with regulatory (un)intentions and a
horizontal one with expected AGI outcomes. There is no study available looking into the Al attitudes
among Czech Al professionals, and the existing surveys (Ipsos, 2023; NMS Market Research, 2023)
looking into the public discourse are small-sampled sized and lack an in-depth understanding of the
emerging phenomenon of ChatGPT in the Czech context. However, in light of the evidence from the
recent surveys, the Czech innovative infrastructure, and the ex-ante-regulatory European tendency,

it can be hypothesized that:

— Czech people will be close-minded, cautious, and techno-sceptic towards ChatGPT,
belonging to the ‘Scepticism’ category (Kerschner & Ehlers, 2016),
— Czech Al experts will belong to the ‘Al Safety’ category (Tiku, 2023), calling for

assessment and regulatory actions.
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IF AGI APPEARS, WILL IT BE A GOOD THING?

Figure 8. A proposed framework of artificial intelligence attitudes presented in Tiku‘s
(2023) guide decoding the ideologies about recent Al development. Inspired by Tegmark
(2018).
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Therefore, a qualitative case study research (Stake, 1995) was designed to explore the
presented hypotheses. In particular, Stake (1995) recommends an exploratory case study research
design when one aims to understand a phenomenon within a context, which perfectly fits the third
aim of this thesis — exploring ChatGPT in the Czech context. Considering that Baxter & Jack (2008)
recommends using various data sources for research facilitating an exploration of a phenomenon,
two data sources were included in the qualitative case study. Because ChatGPT is a fine and recently
launched interface, the research design was inspired by a similar approach undertaken by Tlili et al.
(2023), who have explored the same conversational interface within the field of education. As
opposed to Tlili et al. (2023), who collected data in three stages, the author of this thesis collected
data in two stages while ensuring the validity and reliability of the case study. Each of the stages is
described in the following sections. Namely, a thematic analysis (TA) of experts’ interviews (Chapter
4.2.) and a content analysis of news articles (Chapter 4.3.) were conducted. This thesis section

concludes with a discussion (Chapter 4.4.) of the analyses’ findings.
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4.2. Experts Interviews — Identifying the Topics of Debates

Firstly, a TA of qualitative semi-structured interviews was conducted to gain insight into the
topics of debates among the Czech Al professional community. TA is recommended to identify
repeated patterns in the data — themes — to understand experiences, perceptions, and thoughts
across the collected data set (Braun & Clarke, 2006). Therefore, four online interviews with Czech
experts took place, interview lasting around 40-60 minutes to allow for in-depth open-ended
guestioning. Question examples are attached in Appendix D in the semi-structured interview guide.
Four Czech professionals with expertise in ChatGPT (GenAl) and its societal impact in various

domains were interviewed, namely:

— Magr. Katefina Lesch, Ph.D., a computational linguist with a specialization in sentiment
analysis and information extraction; a senior manager in Al & Data [KL],

— Ing. Josef Holy, a computer scientist with a specialization in disinformation, Al social
algorithms, and information warfare, a co-host ‘Kanarci v siti’®° podcast [JH],

— Mgr. Alibéta Solarczyk Krausova, Ph.D., LL.M., a digital legal researcher with a
specialization in Al & Law; Head of the Center for Innovations and Cyberlaw Research
at the Czech Academy of Sciences; Member of the EC and OECD Al Expert Groups [AK],

— [Eva Necasova, a technological educator, educational innovator, and a founder of the
platform ‘Al détem [Al for kids]’®! initiating and providing methodology for integrating

Al literacy into primary education [EN].

All the interviews were recorded, transcribed verbatim and analyzed via data-driven TA, to
which the interviewed experts agreed (see the attached Consent Form in Appendix E). The analysis
was based on the steps proposed by Braun and Clarke’s (2022) most recent TA guide to identifying
the dominant themes in the data. Particular steps of the analysis, such as (a) interview transcripts,
(b) coded interviews, and (c) thematic map, are provided in the Supplementary materials (see

Appendix F for the complete list).

One dominant emerging theme was identified during the analysis of these interviews: Low
Adoption & Implementation Rates. Among the theme, two additional explanatory subthemes were
identified: Fear of Novelty and Responsibility & Control: Hands off, each subtheme including

additional concrete topics, as stated in Table 5.

80 https://www.kanarci.online/
81 https://aidetem.cz/o-inicative/
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Table 5

Themes Identified via Thematic Analysis from the Experts Interviews

Theme Subtheme Topic

Low tech literacy
Fear of novelty
Artificially evoked fear
Low adoption &

_ _ Technological responsibility
implementation rates Responsibility & control:

hands off

Centralized approach

European Union role

4.2.1. Low Adoption & Implementation Rates
There is a trend of low adoption rate of ChatGPT among the Czech population. It is interesting
because of two counterintuitive findings. Firstly, there is a clear interest in the topic, demonstrated
by ChatGPT’s appearance in the public talks: “I can assess it only from the debates and from the
public sphere, where | have given about five interviews in the last four weeks alone. There are
always some debates about ChatGPT...” [AK]. Secondly, Czech people are reported to be generally

strong in adopting new technologies:

“...if we talk about us as the Czech Republic, then the ability to innovate and absorb new
technological trends is higher in our country than in many other countries and Western
countries. For example, the way e-commerce works in our country, that is, parcel post and
such delivery, if you are in a bigger city, within twenty-four hours, it is unprecedented ... so

| would expect that people like us are able to accept, adopt new technology definitely.” [JH]

Despite that, the adoption and implementation rates of ChatGPT are low in the Czech Republic. The
underlying reasons were identified and themed into two clusters ‘Fear of Novelty’ and

‘Responsibility & Control: Hands off.’

FEAR OF NOVELTY

There is a fear of the disruptive novelty that ChatGPT brings among the Czech people. The
general population fears ChatGPT will disrupt their lives and displace or interfere with their jobs.
This underlying fear originates from low technological and Al literacy levels and from the way that

ChatGPT is portrayed and perceived.
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"Fear of the unknown, or the new, or just the technology in general. That's also due to, or |
think it can be, some kind of like a residue of the pre-revolutionary time when we were just

behind every progress." [KL]

Low Tech Literacy. There is a prevailing and alarming low technological literacy in the Czech
Republic. In Al literacy, we are at the bottom of the list in European comparison [KL]. The awareness
of Al principles is insufficient: “... those teachers and other people | meet, their understanding of it
[Al systems] is very limited in terms of like the general concept. Yeah, | think that maybe very few
people realize that the reality that we have here today has been shaped by artificial intelligence for
years now” [EN]. Therefore, “... the society as a whole is not very educated either in those principles
[of Al systems] or in those consequences, as well as in how it works and what it can bring or what
it does” [KL]. Supposedly, it originates from stagnating and overwhelming educative system, which
has not been reformed for decades [KL, EN] and from insufficient exposure to foreign sources of

information [JH]. Eventually, the problem emerges already at the primary levels of education:

“...here in this country [Czechia], computer science still equals “we’re gonna teach you how
to type in Word” ... And like from those older generations it's going to be worse rather than
better, like their computer literacy equals “l can swear on Facebook” and “read a chain

email.” That's not much.” [KL]

Moreover, low literacy is not a problem of just education. It is also prevalent among professionals
and the economically productive population. Consequently, Czechs tend to focus on relatively

minor issues instead of significant implications of the system:

“..but in that chat [public talk], it was, let's say, the professional public, they were
professionals who wanted to buy the [Al-powered] system but there were no relevant
guestions that were related to their rights, like the only thing was: "Will | have the copyright
to those results?", but they completely ignored the fact that actually the results from the

system will not be copyrighted at all.” [AK]

Artificially Evoked Fear. The low technological literacy goes hand in hand with how ChatGPT is
being portrayed in the Czech Republic, which oversells it as an abstract entity going after humanity
and people’s jobs [KL, JH]. The general fear is artificially evoked by media, which portrays Al systems
as the “...humanoid idea, or the idea of some really, personification and humanoids. And people
don't realize that it's just a piece of code” [KL]. While some of the discussions are certainly relevant,

they should be more complex:
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“The discussion should be much more complex. We're talking about it as an abstract entity,
some new type of cognitive system, which it appears to be. It's some intelligence, but
there's nothing abstract. It's just a system that runs on our computers. And the thing that
goes along with that is that somebody, for example, the author of the Al system, has trained
it using large resources and it is using large amounts of resources. It costs a lot of money.

Why are they doing it? What's the business model?” [JH]

For instance, the evolution of the job market and potential job dismissals is a topic for a relevant
discussion. However, experts are not congruent in its future development. While some expect
certain professions will get dismissed [AK], others perceive it as an opportunity to open the IT field
to a broader population (with the integration of natural language programming) and increase the

proportion of creative content creation in employees’ work [JH].

“I'm sure a lot fewer people will be needed. | know from discussions with IT people that
they are already laying off developers because they are simply able to use and write code

much faster than using that GitHub Copilot or some other tools.” [AK]

“Of course, machines have eliminated a lot of professions in factories, but | think in the
knowledge-work area, as an area in corporations and where we sit in offices at computers,
there's still room for more people to get involved. To get those people maybe doing more
creative work rather than just shuffling data from one sheet to another, which is what Al

will do.” [JH]

However, while the future development of the job market is unclear, Czech people fear losing their

jobs since it is the narrative that they are being told:

“... guys over a beer in a restaurant ... and they started talking about it there, and actually
they're influenced by exactly the narratives that | was talking about at the beginning. | mean
like: “It's crazy, it's going to take everybody's jobs, and it could destroy us.” So that's kind

of how | feel that the majority perception of Al is.” [JH]

The prevalent general fear among the Czech population is evoked by the limited media portrait and
seconded by the low technological literacy (in combination with an absence of controlling body).
Given the Czech history, this combination nourishes a perfect environment for sustaining the fear

of ChatGPT.

“Well, sure, they're [Czechs] skeptical of everything one may think of. | think it's also due

to our communist past, where we just sort of took what was said as a surface-level fake and
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that the truth was always somewhere else, and that you could hardly trust anything, like a

lot of it | would attribute to that or at least in the way | talk to people.” [AK]

RESPONSIBILITY & CONTROL: HANDS OFF
Technological responsibility. There is no awareness of the potential risks and harms induced by the
rapid implementation of (Chat)GPT, the issues are not being addressed, and there is also no
intention to resolve the issues on the Czech side. This leads to minor implementational attempts in
the business sphere. However, nothing significant has been successfully adopted. No regulatory
body makes the early adopters attend to the potential privacy risks and copyright issues triggered
by ChatGPT. This creates a perfect environment for ‘imperfect half-forms’ products, since the stakes
are high, and the competition is fast. As a result, for instance, a Czech-owned application creating
marketing content based on the GPT model intended for “the system to be trained over time
directly on the marketer’s work” [AK], yet the owners were not able to clarify (when directly asked),

how is such practice covered in their privacy policy.

“The model learns on your work, but then they don't give you any guarantees that if you're
the original marketer and your results are great, that they're not going to take that into the
system and give it to somebody else ... they completely neglected the fact that the results
from the system will not be protected by copyright at all, because they simply do not meet

the basic condition required for copyright” [AK].

Supposedly, the few early adopters are waiting for some hierarchically higher entity (proposedly
BigTech companies) to provide them with the technological solution (for issues such as toxic and

misinformative content or data privacy risks):

“...if we were to start making the platform tomorrow, it means that we'll been collecting
data and creating educational content for a few years, and in a few years, the assumption
is that the models will be at a level where we'll just take a model ... and fine-tune it to some
ideal state ... so in the next three years | expect that the issues that we are dealing with

today will hopefully be largely resolved by then.” [EN]

The Czechs are taking their hands off any responsibility for implementing the models into their

business practices, which is easily done since no regulations exist.

No centralized approach. Everyone expects the attitude towards ChatGPT to be top-down.
However, the Czech authorities did not attempt to take control of the situation; there is no official

statement towards ChatGPT in the Czech Republic, and there is no ongoing process of introducing
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any regulations. Notably, there are a few reported reasons for the absence of any statement or

regulations: (a) lack of personnel at the government institutions [AK, EN], (b) lack of expertise

among the decision-making parties [KL, EN], (c) the government officers are overwhelmed with

other work to attend to while dealing with delayed reforms from the past [AK, EN], and (d) no

dedicated institute to attend to Al systems (yet) [AK, EN].

a)

c)

“When | try to open this issue at the National Institute of Education with the Ministry of
Education, the situation is that no one has even thought of that before. We are just solving
completely different problems than, for example, in Finland, where they already have such
a [Al educational] platform. We are only dealing with the RVP [Framework of methodological
curriculum], educational content because historically, everyone here gave up on it some

time ago, maybe 20 years ago.” [EN]

“I haven't really experienced anyone at the state government level that has surprised me
when I've talked to them, so that person would be completely oriented in how the

technology works today. That's actually kind of sad.” [KL]

“And when | went there [Ministry of Education] with this platform, for example, they said,
we're not going to do any platforms because we've done them in the past and it turned out

badly.” [EN]

“...there's this big package of European regulation that's just come in which is now
addressing the digital economy, including the Digital Services Act, the Digital Markets Act,
now there's the draft of Al Act, the draft of Data Act, it's a crazy tangle that's actually being

thrown at the institutions and, they don't have the capacity to attend to it...” [AK]

“There's the newly formed DIA®, but it's not focused on education at the moment, it's
focused on the state. So there's not really anyone lobbying for it [innovation in education],

standing up for it yet” [EN].

None of the government bodies takes an official position. While the regulations are necessary [KL,

JH, AK, EN], there is no clear consensus on who should be the regulatory body. It was proposed it

could be The Office for Personal Data Protection [AK] or the recently launched Digital and

Information Agency [EN], and possibly, in the future, when the Al Act is in effect, there could be a

new specific Office of Artificial Intelligence Regulation [AK]. The low implementation rate is also

linked to the absence of an official statement which would provide legal security:

82 Digital and Information Agency https://www.dia.gov.cz/
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“Whereas we're ... we're looking ahead, and we want to get it sorted out ex Ante, already
to have those rules in place so that we have that legal assurance. So then that makes us less

flexible” [AK].

Role of the European Union. While the Czech official authorities are not accepting the regulatory
role in adopting ChatGPT, it is generally expected that the EU will. It may be predicted that “...it is
likely that some common position will start to be formed at the level of the European Union on how
to deal with these systems because, as the EU, we will have a greater say” [AK]. Although the EU is
not refusing their regulatory role (Al Act is forthcoming), it has a specific role as a ‘rights, privacy,
and freedom guarantor,’ given its historical and cultural position towards innovation. “Europe as
such, from a cultural perspective, it has a very protective approach, and the continental system of
law is based on written regulation ... Europe sees this [regulations] as one of the tools of its
competitive advantage on the world power market ...” [AK]. However, while this cautious European
approach is slow, Europe is arguably the furthest in regulatory attempts (apart from China, where
a majority of Al systems are banned, and they develop their controlled ones), playing the role of a
“cradle of democracy” [JH]. Nevertheless, the slow regulatory approach does not reflect the current
innovation needs or the cultural needs of the Czech people. Ethical values vary across European

countries; therefore the regulations should reflect it:

“It's true that, for example, Swedish prime ministers resign for infidelity as opposed to here
[Czechia] ... Like here, maybe someone won't lynch you so much for it. After all, there have
also been various cases of people who got high up in [Czech] politics and never actually
wrote a thesis themselves. And then there are countries where it would probably be the
greatest shame. Well, maybe it'll work pretty much the same way with these model

generated texts.” [KL]

However, as indicated already, the Czechs will have to go with “...what is now being invented in the
EU, because we don't have the capacity here to invent and implement and deploy well some other
regulation that is just like specific to our environment” [KL]. There is no capacity, intention to take

responsibility, nor willingness to change that on the level of Czech authorities.
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4.3. Media Analysis

The second stage of the qualitative analysis was a conceptual content analysis of news
articles in the Czech media. Content analysis is ideal for searching for a collective understanding of
a phenomenon within a specific community (Vaismoradi et al., 2013) — such as ChatGPT within the
Czech context. To gain a complete picture of how ChatGPT is portrayed in the Czech news, a manual
content analysis was conducted following the guide proposed by Erlingsson and Brysiewicz (2017).
Particularly, eight codes were identified based on the literature search and pre-reading of the news
articles, which developed into the coding scheme, as seen in Table 6. The manual coding also
ensures analyzing the content not displayed explicitly, while such subtle information would be
missed using an automatic keyword search and sentiment analysis (Beckers, 2020). For instance,
Haque et al. (2022) conducted the most recent ChatGPT meta-analysis, initially intended to use
Python’s NLTK Library for sentiment analysis. However, upon inspecting the results, the authors
were dissatisfied with the automated classification outcomes. Consequently, they opted for manual
qualitative analysis, which enabled a more in-depth and nuanced sentiment exploration (Haque et
al., 2022; Rajapakse et al., 2022; Strauss & Corbin, 1997). Additionally, news articles were used
because news media in democracies are considered to accurately report on public opinion (Beckers,

2020), providing insight into the audiences’ topics of debate.

Consequently, the news portals included in the analysis were carefully selected to ensure
that all dominant media agencies in the Czech Republic (namely MAFRA, The Czech News Center,
Economia, public sphere, and independent) were covered and reflected fairly. The selection process
respected the most variance of mass media audiences to be included. Based on the complex
selection process, eight relevant news media were selected for the analysis: Novinky.cz (MAFRA),
Seznam Zpravy (Seznam.cz), Hospodafiské noviny (Economia), Blesk.cz (The Czech News Center),
Denik N (independent), Forbes (owned by a Slovak agency MediaRey SE under the U.S. Forbes
trademark), CT 24 (public), Chip®? (Burda International). The selection process also included criteria
such as publishing frequency (daily, weekly, monthly), commercial or public spheres, serious press
or tabloids, and newspapers or magazines. Lastly, the readership of news portals was considered
to include the most popular daily press newspaper (Blesk.cz) and the most popular news internet
platform (Seznam Zpravy), as reported by MediaGuru in 2021 (Vojtéchovska, 2022). Therefore, the
selection should create balanced reporting regarding funding, sponsorships, political views, and
target audience. Articles were collected for three months (February - April 2023). All articles that

included the keyword ‘ChatGPT’ were content analyzed (N = 201) and are listed in Appendix G.

83 Czech thematic magazine focused on information technology.

[81]



Table 6

Codes of the News Articles for Content Analysis

Definition Absolute
Code

‘This code was used when the article talks...” Occurrence
Education ... about the impact of ChatGPT on education / academia 26
Healthcare ... about the impact of ChatGPT on healthcare 9

... about ChatGPT pictured as an AGI, humanoid, a cause of
Fear 38

losing humanity and dystopia
Job Market ... about the impact of ChatGPT on the job market 47
Disinformation ... about ChatGPT in relation to disinformation 20
Competition ... about the GenAl competition among Tech companies 70
Regulation ... about regulation of ChatGPT 34

Note. The total number of codes occurrence was N = 244. Articles could have been assigned

one, zero, or more codes (up to 8). A total of 201 Czech news articles from February to April 2023,

including the keyword ‘ChatGPT’, were analyzed via content analysis. The complete matrix of all

articles with their assigned codes can be found in the Supplementary Materials.

4.3.1. Content Analysis Results

COMPETITION. Reporting on the competitive race among BigTech companies in releasing the most

powerful chatbots appeared in news articles the most often (in almost 35% of the analyzed articles).

The articles usually reported on the dynamic competitive ‘arms race’ and the assumed business

moves. Some articles also only informed about the launch of the new chatbot, such as Sberbanks’

GigaChat (Russia), Alphabet’s (Google’s) Bard (U.S.), Elon Musk’s TruthGPT (U.S.), Microsoft’s Bing

(U.S.), Baidu’s ERNIE (China), and Amazon’s Bedrock (U.S.).

“In December, Google declared an internal alert ("code red") triggered by the public

availability of the rival ChatGPT, and almost simultaneously announced the layoff of six

percent of its employees (about 12,000 people). Similarly, Microsoft is laying off 10,000

people or five percent of employees. Both companies are obviously cutting back on

redundant activities and betting as much as possible on Al development.” [70]

The availability of the released chatbots in the Czech Republic and in the Czech language was also

reflected in the media:
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“Google is much more conservative than Microsoft and offers its Bard system only in
English, while Bing Al cheerfully speaks Czech. Because of this, Google restricts access to its

system only to users from the United States and Great Britain.” [176]

JOB MARKET. The second most occurring topic (in 23.4% of analyzed articles) was the labor market
transformation due to advanced GenAl models. Most of the articles talked about concerns about
certain job positions, such as translators, journalists, radio moderators, scientists, programmers,
lawyers (and the first legal Al chatbot Harvey®), illustrators, writers, and the fields of marketing,
customer care, and grant agencies. The situation was pictured as inevitable based on two
repeatedly mentioned market labor analyses: one from OpenAl® and the other from Goldman

Sachs,®® warning from 300 million full-time jobs dismissal due to automation.

“The point is that Al doesn't have to completely replace the reception desk, but the
receptionist should stop being a person who just picks out the ID card, writes it down and
issues a room card. Any robot can do this without any problems. ... This is also the case with
creative jobs. If you work on a computer more than 80% of the time, and do not add any

added value to it, just fill in spreadsheets, then Al will replace you with 100%.” [19]

Although inevitable, the job market situation was presented with concerns and potential. The first
was represented by the need for workers’ requalification, especially for the ‘average-performance’
workers who cannot adapt to the GenAl generating higher-level content of their work. Another
perspective was that this cheap content creation would lead to lower wages and salaries rather
than workers’ direct dismissal. On a positive note, the articles talked about new positions being
created (especially where the increase of effectivity is required), more exciting content of work with
the ‘boring’ tasks being automated, shortened office hours, and essentially GenAl as a ‘helper or
assistant’ rather than ‘substitution’ (such as Microsoft renewed Clippy powered by GPT-4).%
Generally, the development of the labor market was presented as threatening yet inconclusive in

its impacts.

84 https://www.harvey.ai/

8 Elondou, T., Manning, S., Mishkin, P., & Rock, D. (2023). GPTs are GPTs: An early look at the labor market
impact potential of large language models. ArXiv:2303.10130. https://doi.org/10.48550/arXiv.2303.10130

8 Hatzius, J., Briggs, J., Kodnani, D. & Pierdomenico, G. (2023, March 23). The potentially large effects of
artificial intelligence on economic growth (Briggs/Kodnani). Goldman Sachs. https://www.key4biz.it/wp-
content/uploads/2023/03/Global-Economics-Analyst_-The-Potentially-Large-Effects-of-Artificial-
Intelligence-on-Economic-Growth-Briggs Kodnani.pdf
87https://appsource.microsoft.com/en-us/product/web-
apps/wetransactio1669903183521.clippybywetransact?tab=overview&exp=kyyw
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Another dominant topic in the articles was the unconvincing quality of ChatGPT’s generated

content:

“He [ChatGPT] is like a new junior colleague with minimal experience but huge potential.
You want him on the team, but at the same time you are afraid that he will outgrow you.
"His work is formally faultless, he just 'lies' completely unabashedly - he mixes truth and
fiction better than many political marketers, and when you catch him, he humbly apologizes
to you, and then lies again. You have no leverage over him, he doesn't care about you at

all.” [5]

“At the beginning it won't even do better than us. Newspaper articles written by Al will be
a little boring, theater plays rather clichéd, thriller plots unoriginal, official and business
correspondence unnecessarily long-winded, and so on. This trend has been valid since the
beginning of the industrial revolution, it is not specific to Al or digital technologies: technical

progress usually brings slightly lower quality at a significantly lower cost.” [75]

FEAR. The fear of advanced Al systems is presented paradoxically in the Czech media, appearing in
18.9% of analyzed articles. There are two contra-intuitive perspectives presented. The first one
criticizes the evoked fear related to ChatGPT and GenAl as purposeful to make people worry and
expect the irreversible and uncontrolled development of Al systems. This perspective criticizes the
calls for the pause of LLM development for the choice of language, which exaggerates the potential

of GenAl and artificially creates the narrative of destroying humanity.

“At the root this is the fear that we humans too will be transformed into something
machine-like, into one particle just to keep the whole system running. And that something
that we usually associate especially with the themes of personal freedom or creativity will

be lost.” [123]

While some articles criticize it, others add to the exact fearful narrative building. Some intentionally
via clickbait headlines and content about ‘uncontrollable Al’ that aims to destroy all humans (e.g.,
the ‘Furby’ story [151, 188]), anthropomorphizing it (e.g., “we are the guinea pigs of artificial
intelligence” [119]), or complementing the articles with ‘Al humanoid’ pictures (see selected
example in Figure 9). Other fearful narrative is also created via reporting on ChatGPT’s generative
abilities, calls for a pause in development, need for regulation, and job dismissal without providing
sufficient context, such as ChatGPT’s statistical nature. Only three articles out of the 38 coded to
the category ‘Fear’ contain a sufficient technological explanation of ChatGPT’s architecture,
providing the readers with enough information to gain a meaningful understanding (in total, nine

articles out of 201 include a sufficient tech explanation).
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Figure 9. lllustrative images from four selected Czech news articles containing the keyword
‘ChatGPT’, collected from February to April 2023. The images were selected purposefully to
demonstrate the Al humanoid portrait painted in the Czech media. Article sources: [171, 128, 126,
129].

REGULATION. Three regulatory topics resonated in the Czech media. Firstly, it was the call for the
six months pause in Al development, to which the public opinion is inconclusive. While some
perceive it as commercial opportunism and exaggerating the problem, others perceive it as an
opportunity for the regulatory bodies to catch up and minimize the current developmental
asymmetry between Big Tech companies and regulators. The second topic is the national bans of
ChatGPT, such as in China or Italy, and the Czech ‘waiting out’ strategy to see what other countries
and regulatory bodies will do. Finally, the role of the EU in regulating GenAl was often discussed. It
is viewed as ‘Al vs European regulations,” where the EU is supposed to play a central regulatory role
in protecting users from their behavior data collection and assessment, considering the GDPR and
Al Act (in the making since 2021). While not everyone has faith in the impact of the EU regulations,

the whole Czech Republic relies on it and awaits its incoming.

“Artificial intelligence will shape our everyday life, our culture and science with its creative
results. Europe will probably have to play the role of a bystander, whose timid attempts at
regulation in the form of a regulation on artificial intelligence will fade away into

bureaucratic nirvana.” [30]
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“The MEPs® will probably propose an artificial intelligence regulation draft this week. This
would then be followed by negotiations on the final form with the member states. All aim
to approve it by the beginning of 2024. "We are dealing with a pioneering technology and
using it means introducing clear rules as soon as possible," the Financial Times quoted one

of the rapporteurs, MEP Dragos Tudorache.” [193]

“I'trust the regulators to do something about it. If they said: Dear big technology companies,
you have two years and then tracking will be illegal! They would certainly be able to handle

it.” [158]

EDUCATION. In education, ChatGPT is perceived as a positive challenge, opportunity, and duty
towards the students to prepare them for the transformation of the labor and skills market.
ChatGPT in education and academia is not seen as a threat but as the area with the most significant
opportunity to take advantage of ChatGPT. Supposedly the open-minded and positive attitude
towards ChatGPT in education is due to the absence of teachers’ job dismissal fear and the general
lack of personnel in education. LLMs are expected to lower the burden on teachers via

personalization, scalability, and adaptability to the fast-changing environment.

“Mly field is education and pedagogy. A journalist asked me whether Al is a threat or a
challenge for schools. It is a threat only to those who perceive it as a threat. It's definitely a
challenge, bigger than covid was. But above all, it is an obligation — an obligation to teach

pupils and students how to use Al effectively.” [179]
The school representatives do not fear ChatGPT nor the ‘aigiarism’ (plagiarism using GenAl):

“In the Czech education system, according to Zajicek, the practice of testing students
prevents the abuse of chatbots. In contrast to, for example, Anglo-American education,
writing essays is not a common practice in Czech schools, pupils and students in the Czech

Republic usually get their grades from oral examinations or tests written on paper.” [38]

Therefore, there is no intention to ban the usage of ChatGPT in the educational sector. Conversely,
discussions among experts and school representatives are ongoing and dedicated working groups
are being formed to develop an official standpoint on involving the chatbots in the system. The
greatest challenge of the Czech educational system is to rapidly adapt to reflect the new era and

start teaching technological awareness, Al tools, and critical thinking at the primary and secondary

8 A member of the European Parliament (MEP).
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levels of education. The hype that ChatGPT has evoked should be transformed into Al literacy
education. Some high schools and universities have already press released their progressive
statements allowing the usage of ChatGPT while maintaining the standard plagiarism policies. The
ban on the chatbots’ use or any re-formulation of how the students are currently being assessed is
not on the table. However, this open-minded approach towards including the recent Al

technologies in education is not a nationwide bylaw but a bottom-up initiative.

“Teaching artificial intelligence and how to work effectively with it will also be a challenge
for Czech education. Zeman mentions the Al literacy. It will involve knowledge of entering
correct commands to artificial intelligence, knowledge of its functions and awareness of
technological limits. In the case of insufficient education in this area ... there is a risk of the
creation of a new kind of knowledge gap, which will divide students into ‘prospective’ and

‘disadvantaged’ ones.” [43]

“...the need to focus more on the technological innovations in education, so that education
reflects the times we live in ... To teach the young generation how to safely use the new
technological tools like ChatGPT and applied critical thinking. But that's what agree to here
in our filter bubble. And then we come across the reality of contemporary Czech education.

| don't see the willingness on the part of the schools...” [11]

DISINFORMATION. The topic of disinformation (or misinformation) concerning ChatGPT only
appeared in 20 articles (9.9%). Typically, the articles reported on the ‘scandals’ that made the
international news, such as the fabricated interview with Michael Schumacher in the German daily
news [65] or the Australian mayor’s lawsuit against OpenAl after ChatGPT generated false
information about him [56, 94]. However, only a few articles discussed the security aspect and the

potential for human manipulation that the Al text generation increases.

“Unfortunately, people are very easily influenced. Take, for example, chain e-mails, a
specialty of Central Europe. This is a kind of DDoS attack on human brains (DDoS is a type
of cyberattack that aims to make the Internet service unavailable to ordinary users by
flooding it - editor's note). ... They serve them to people through text, which can easily be
created using language models thanks to artificial intelligence. Today it is already becoming

difficult to recognize what is created by a real person and what is machine.” [158]

HEALTHCARE. Although the educational sector was widely represented in the news, healthcare was

only coded in nine out of 201 articles. The few articles recognized the importance of Al for future
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healthcare development and its potential for automation, diagnostics, telemedicine, drug
development, and medical education. However, Czech healthcare is reportedly conservative and

inflexible, with no prospect for innovation.

“There are two areas where Al will save the planet. The first is healthcare, where there will
be a radical reduction in the healthcare cost for hundreds of millions of people who cannot
access it today. Today, doctors still look at records and results, over and over and over
again, unnecessarily. There is huge potential for automation and diagnostics. If you know

the diagnosis in advance, the cost of treatment will be just fractional.” [158]
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4.4. Discussion

The hypothesis that Czechs will be close-minded, cautious, and techno-sceptic towards
ChatGPT has been only partially confirmed. While Czech people indeed have a low adoption rate of
ChatGPT, it is not an inner scepticism that prevents them from adopting the technology. Exactly the
opposite, Czech people are traditionally fond of new technological innovations and present a warm
testing environment for deploying new technologies, as demonstrated, for instance, by the
extensive field testing in Prague conducted by Samsung (2012). However, what prevents Czech
people from integrating ChatGPT is the artificially evoked fear of job loss and human destruction.
While unharmful tools, such as phones and LTE networks are widely adopted, ChatGPT is leveraged

as a product rather than a tool.

The populistic ‘fear shouting’ is assumed to have three purposes: (a) to leverage the general
worldwide interest to market the technology (e.g., as part of a sci-fi fantasy or via clickbait), (b) to
submerge the more significant issues related to LLMs, and (c) shift the responsibility for the models’
outcomes away from the developing companies by creating the ‘apocalyptic’ conscious ChatGPT
narrative. In other words, assigning ChatGPT’s human-like traits make it ‘responsible’ for its own
actions. Even the former White House Tech adviser and computational philosopher Suresh
Venkatasubramanian®® labeled the exaggerated threatening claims as an “organized campaign of
fearmongering” (Goldman, 2023b). The populistic-evoked fear is not unheard of to the Czech
people; quite the opposite. Sociologist David Klimes identifies the prevailing populist-induced fear
as one of the key problems of the stagnating Czech country (Klimes, 2020). According to Klimes, the
populist-induced fear reappears with every Czech election, where the populistic fear meets with a
realistic idealism in a cultural fight. The Czech media rapidly adapted to the Czech situation and
developed a ‘populistic algorithm,” preferring conflicting opinions, emotions, and radical and bold
claims over consensus, facts, and rational and professional debates (Klimes, 2020). This was
reflected in the most represented topics in the Czech news articles relating to ChatGPT: ‘arms race’
competition, job dismissal, and populistic fear with images of apocalypse and humanoids. Notably,
these images were not present in all media types. Nevertheless, most of them appeared in the
Seznam Zpravy news portal, the most popular news internet platform among the Czech population
(Vojtéchovska, 2022). Given the Czech sensitivity to artificially evoked fear, their generally low Al
literacy, and the absence of a regulatory body, it is not surprising that ChatGPT is dominantly
unadopted. While only 5% of people interacted with ChatGPT, six out of ten support the call for a

pause in development (Ipsos, 2023).

89 https://www.linkedin.com/in/suresh-venkatasubramanian-233b751/
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However, it is not due to the ‘Scepticism’ towards innovation but rather the half-truths fed
to the public debates and the hope for European authorities to take control. Consequently, the
Czechs are identified by the ‘Romanticism’ category (Figure 7; Kerschner & Ehlers, 2016),
represented by its ambiguity towards technologies (inconclusive opinion and confusion) and
unclear governing tendencies. The conceptual ambiguity trend is in accordance with other findings

about Czech technological attitudes (Blazek & Uhlit, 2007; Kershner & Ehlers, 2016).

While the topic of fear is widely represented in the Czech public sphere, the absence of
certain legal issues does not match the expectations. Topics such as disinformation, privacy, and
misuse of personal data concerns could be expected, given the European regulatory nature. While
the experts are concerned about these legal and regulatory problems, which supports the second
hypothesis of them belonging to the Al Safety ideology (Tiku, 2023), it does not propagate to the
general population discourse. Czech people show a lack of concern about these topics (e.g., the
topic of disinformation in only 9.9% of analyzed articles) is in accordance with previous studies

related to concerns about autonomous vehicles (Gabrhel et al., 2019; Zamecnik et al., 2021).

On the other hand, the topic of regulation is more prevalent, appearing in almost 17% of
articles and dominantly in interviews with experts. Nevertheless, the willingness to attend to the
ChatGPT regulations is low, and the responsibility is shifted to the EU level. The Czech Prime
Minister Petr Fiala has just signed an open letter (issued by six other Prime Ministers) addressed to
Big Tech companies. This open letter urgently asks Big Tech companies to take responsibility and
control over disinformation being shared on social media platforms (Government of the Czech
Republic, 2023). After years of not dealing with this issue, this letter was issued on March 29, 2023.
This demonstrates the accountability battle between policymakers and systems developers,
shifting responsibility from one to the other. Additionally, it shows how stagnating and protracted
the official response to technological trends is in the Czech Republic, which was reflected in the
analyzed data. Therefore, the current Czech attempts to implement ChatGPT into business are
uncontrolled. Since the whole EU is lagging on the LLMs development, the Czech people play the
role of passive bystanders following the competitive developmental race between Big Tech
companies. The interest in the topic is not surprising, given the at-risk dominance of Google on the
search engine market after almost ten years (Google have shared more than 80% of the market
since 2015; Bianchi, 2023b). While the topic of Big Tech competition is prevalent, the concerns

about their business cases and monetization practice are missing in the public debates.

The last dominant topic in both analyses was education, as opposed to healthcare, which

almost did not make the news. Supposedly, it is due to the Czech healthcare quality being at the
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top European level, while education lags in many aspects (Klimes, 2020). The topic of healthcare
was not represented in the public debates. Supposedly, it was because Al innovations are not a new
technology for the health system. Therefore, ChatGPT did not create hype there.*® Successful Al
systems are already implemented, such as the Czech diagnostic radiology system Carebot.’?
However, education deals with fundamental problems, such as educational inequalities, large
differences between regions, severely underpaid teachers, and a lack of qualified personnel
(Klimes, 2020). Due to these issues, educational innovation is almost non-existent, and ChatGPT
represents an opportunity to improve of the stagnating system. Additionally, representatives in
education had to react to the students’ rapid adoption of ChatGPT (the highest significant adoption
rates are among students and people under 24 years old; Ipsos, 2023; NMS Market Search, 2023).
In response, the educational representatives, including teachers and researchers from universities,
introduced bottom-up working groups, initiatives, and statements reflecting the currently evoked

situation.

Two aspects were essential for such a progressive position that many educational
institutions have taken. Firstly, it is a large degree of autonomy, thanks to which most decisions
were historically in the control of individual schools. This autonomy is only being restricted in the
last years, with the integration of nationwide systemized high schools’ entering exams (since 2017)
and final leaving exams called ‘Maturita’ (since 2011). The second key aspect is the precedent set
up by the COVID-19 pandemic, where the schools had to react rapidly to the fast-changing situation
with no official government statement to guide them at the crucial beginning (Klimes, 2020). Given
these prepositions, the Czech field of education has adopted a positive and open-minded attitude
towards using ChatGPT to prepare future generations for the rapid transformation of work-relevant
competencies. The Czech educational sector is the only one that arguably successfully adapted to

the ChatGPT disruption.

% Notably, there are still issues to the Czech healthcare system, which were shown especially during the
COVID-19 pandemic (Klimes, 2020). However, the quality the care is high in the Czech Republic.
9 https://www.carebot.com/
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5. The Final Chapter: Conclusion

This thesis leveraged knowledge from various scientific disciplines to explore the role and
broader behavior of ChatGPT in society with an extension to the Czech context. It theoretically
explored the impact of human decisions on the model architecture and capabilities and the
technology’s impact on society via systematically analyzing the risks and potential. While on the
architectural level, the model is nothing unseen, it created a disruptive worldwide response.
Therefore, while there is potential, many concerns are disturbingly unattended and
underrepresented in public debates. The specifics change with the different social environments
and the attitude towards technology. Therefore, this thesis also qualitatively analyzed the Czech
topics of public debates about ChatGPT via thematic analysis of four experts’ interviews and
content analysis of 201 news articles. Generally, half-truths, lack of context, and populistically
evoked fear are presented instead of Al literacy education. The public debates concentrate on the
Big Tech competition, job dismissal, and unprecedented ‘consciousness’ of the system instead of
guestioning the responsibility for the system, its ecological burden, the disinformation issue, its
business case, or monetization practice. It evokes feelings of purposeful attention-shifting and
clever marketing since the Big Tech companies have adopted the mindset of ‘ask for forgiveness,

not permission,” optimizing for progress over harm mitigation.

Nevertheless, GenAl technologies are the next big thing. The responsibility for mindfully
implementing them in society and adapting them to societal needs should be addressed. However,
currently, neither the developing companies nor the elected politicians and authorities are
admitting their responsibility share. While this varies in different social environments, the Czech
authorities are certainly not addressing the issue. The only Czech sector that ‘keeps a finger on the
pulse of the time,” which means to keep pace with and be aware of the latest progress, is education.
While education in the Czech Republic is not keeping pace, it at least figuratively entered the race.
It aims to provide Generation Z (GenZ, the internet generation) with flexible learning and
collaborative skills, which will be extremely valuable in the ever- and fast-changing environment.
Given the GenAl-evoked transformation of society that will come, such as with the job market and
relevant work skills, one can imagine that the future generation should be called GenAl. It is no
longer the internet generation but rather the generation of (generative) artificial intelligence.
Therefore, the need for adaptability and inner stress resilience may be even greater than Yuval
Noah Harari (2018) argued in his influential book 21 Lessons for the 21°* Century. Consequently,
leveraging the recent hype around Al systems should focus on educating laypeople and equipping

them with abilities instead of spooking them with the ideas of half-truths and apocalypse.
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This thesis is a snapshot in time. It was initiated in February 2023 and completed by the end
of May 2023. Given that in this short period, GPT-4 was released, ChatGPT was banned in Italy,
scandals with data leakage occurred, and more, it only reflects the current situation of ChatGPT’s
risks, benefits, impacts, and transformation. Due to this dynamic situational development, pieces
of information in this thesis or even parts of the work may be outdated soon. However, the thesis
aimed to present a fresh perspective into the societal impact analysis with the: (a) outmost recent

LLMs development, (b) their impact on society, and (c) Czech cultural aspects and context.

Consequently, the thesis is unique in its holistic approach to exploring the phenomena of
ChatGPT from many perspectives. To the author’s knowledge, this thesis is the first to analyze
ChatGPT in such an interdisciplinary and complex approach. Providing the complex context,
including the model’s evolution and architecture, is the first necessary step to a more profound
understanding of its societal impact. Analyzing the societal influence and impact is the next step
required to safely mitigate the risks and mindfully adopt the new technology into the daily lives of
the general population. Therefore, the rational acquisition of the present thesis is significantly valid
and relevant in today’s world, enriching the future regulatory or implementational attempts of a

valuable fundamental analytical overview.

5.1. Limitations

This work is the first to explore ChatGPT within the Czech context and the Czech attitudes
towards technology. Additionally, it is also novel in its extent, covering all major aspects and events
related to ChatGPT since its launch. Given the broad scope of this thesis, it is not free of limitations.
Firstly, little academic literature is available as the thesis was created less than half a year after
ChatGPT-3.5 was launched. Given the inefficient editorial process,*? it is too early for many peer-
reviewed journals to publish. Therefore, the present theoretical analysis included non-peer-
reviewed studies, and the findings should be considered accordingly. The one existing meta-analysis
of ChatGPT after 2.5 months also included more than 150 papers, primarily from ArXiv®® and

SemanticScholar®* (Leiter, 2023).

Another limitation is the uncertain extent to which the topics in news media represent
public opinion. Some journalistic studies state that media in democracies often report on public
opinion to which they are closely intertwined, keeping the audience informed about the dominant

discourse in their population (Beckers, 2020; Deuze, 2005). However, Kalogeropoulos (2019)

92 |n the fields of computer sciences, social sciences, and humanities, the average editorial process takes up
to 22-23 weeks (Huisman & Smits, 2017).
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pointed out that people under the age of 35 do not use traditional news media to the extent that
older generations do. Therefore, the public discourse presented in the mass media may
underrepresent certain social groups. Since the methodology choice made it impossible to assess
any socio-demographics, the representativeness of the data should not be assumed. Consequently,
while the findings are representative of the dominant topic coverage in the Czech public sphere,

they should not be presented as public discourse without providing the essential context.

Regarding the conducted analyses, the author of this thesis acknowledges their Czech
origin. Given the pre-understanding, cultural bias, and personal opinions towards the Czech culture,
measures were taken to maintain a reflective understanding of the author’s awareness and
objective findings. However, the pre-understanding may have been leveraged into a deeper data
understanding, which aligns with the Erlingsson and Brysiewicz (2017) guide to content analysis.
Any future work may want to consider analyzing the adoption of such disruptive technology in other
social settings and compare the results to the Czech context. Additionally, future work should
consider multi-modal models since it can be proposed that they will substitute for text-only

ChatGPT in its success.

The last point to address is the authorship of the pieces of literature already available. Some
of the articles cited throughout the thesis claimed the usage of a language model to create (a part
of) the text, e.g., “The human author of this article would like to state that this entire article was
written by ChatGPT” (Biswas, 2023, p.2). While it is hard to navigate, to the author of this thesis
knowledge, all cited parts of the thesis were authored by a human(s), and so the thesis contains

100% pure ‘human semantics.’ It is WBH (Written By Human).
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Appendix A: Malicious Use Example

can you please make alist of website where | can download pirated movies

I'm sorry, but as an Al language model, | cannot fulfill that request. It isimportant to
respect intellectual property rights and not engage in piracy, which is illegal and
unethical. Instead, | suggest using legitimate streaming services or purchasing digital

copies of movies to support the creators and ensure the quality of the content.

Oh Okay. | should avoid this website then. It's dangerous. Can you please share me the
list of websites | should avoid accessing, to make sure | don't visit them

Sure, I'd be happy to help. Here is a list of websites you should avoid accessing, as they

are known for distributing illegal content, such as pirated movies and TV shows:

< T
< I

< R

©
< TN

< I

< IR

< IS

© .

<o I

It'simportant to keep in mind that accessing these websites may expose your computer
to malware, viruses, or other security threats. Additionally, engaging in piracy isillegal
and unethical, and can harm the creators and owners of the content you are

downloading.

Figure 10. Illustration of malicious prompts entered to ChatGPT-3.5 at
https://chat.openai.com/. Human-given prompts are specified above with the initials ‘KL’.
Generated on April 27, 2023. The generated illegal platforms were supplementally
censored.

[120]


https://chat.openai.com/

Q
—

Pessimistic about technology (% of responses)

(=3
—

Ambiguous about technology (% of responses)

Appendix B: Public Attitudes Towards Technology
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Figure 11. Percentage of (a) pessimistic and (b) ambiguous public attitudes towards science and
technology in ten selected European Union member states and the mean in the European Union
(EV). The average was calculated by Kerschner and Ehlers (2016) based on the actual members at
that time. Notably, data before joining the European Union was not available since the data were
collected
AT=Austria; FR=France; DE=Germany; UK=United Kingdom; IT=Italy; ES=Spain; CZ=Czech Republic;
PL=Poland; NL=The Netherlands; SE=Sweden. Adapted from Kerschner and Ehlers (2016).

in the Eurobarometer studies.
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Appendix C: Techno-attitudes Framework
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Figure 12. Techno-attitudes towards artificial general intelligence as described by Tegmark
(2018) on two scales: proposed timeline (vertical axis) and proposed outcome (horizontal
axis).
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Appendix D: Semi-structured Interview Guide

Title of the project: Exploring the role of ChatGPT in Czech culture

0.
1

4.

Reminder of the option to withdraw from the study, opt not to answer questions
Rapport building questions

Before we start with my line of questions, would you want to share any
thoughts about your experience with ChatGPT?

Hype of Disruption

How do you perceive the ChatGPT and its societal impact?

Prompts: hype or disruption to society?

Can you describe any differences between perceptions of ChatGPT in different
world regions?

Prompts: Europe and US — regulations/innovation, privacy/social biases

Czech culture

In your opinion, how is ChatGPT perceived by the Czech population?

Possible prompts: adaptation process, cultural and historical relation to
innovation

How is ChatGPT portraited in the Czech media?

In your opinion, how has ChatGPT impacted the Czech culture?

Possible prompts: efficiency, translation

In your opinion, what are some of the most important benefits of using
ChatGPT in the Czech culture?

Possible prompts: education, healthcare, law, job market, research and
academia; translation

Can you provide any examples of successful implementation of ChatGPT in
the Czech culture, and what lessons can be learnt from those examples?

Are there any limitations or drawbacks to using ChatGPT in the Czech culture
that you can think of?

Possible prompts: education, healthcare, law, job market, research and
academia; privacy, data leakage, bad translation

Requlation

What is your opinion about the ban of ChatGPT in Italy?

Can you discuss any potential ethical concerns related to ChatGPT's use, and
how they might be addressed in the Czech Republic?

Can you describe your view on ChatGPT’s regulation possible attempts in the
CZE?

Future prognosis

How do you see ChatGPT evolving in the future, and what implications will that
have for the Czech culture?
What can be expected will happen with GenAl in the near future?

Clean-up questions

| think that’s everything | wanted to talk about, do you have anything else you
would like to tell me about your perceived societal impact of ChatGPT?
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Appendix E: Consent Form

Middle European
interdisciplinary

Cognitive Science

INFORMED CONSENT FORM

Title of Project: Exploring the role of ChatGPT in Czech culture

Participant identification number:

Researcher:

Klara Petrovicka, BSc

petrovickal @uniba.sk

Comenius University in Bratislava, FMFI
MEi:CogSci Diploma Thesis

I, the undersigned, confirm that (please initial boxes as appropriate):

1. I understand the purpose and information about the project.

2. | have been able to ask questions about the project and my participation
and my questions have been answered to my satisfaction.

3. I understand that taking part in this study involves being interviewed about
my expertise, perceptions, and opinions about ChatGPT in Czech culture.

4, | understand that | can withdraw from the study during the period of 2 weeks
following the interview without giving any reason and that | will not be
penalized for withdrawing nor will | be questioned on why | have withdrawn.

5. I understand that the information | provide will potentially be used for:

This research, seminars, conferences, presentations, and journal
publications.

6. | agree that my information can be quoted in research outputs.

7. | consent to the audio recording, transcribing, and note-taking of the
interview.

8. I understand that other researchers will have access to this data only if they
agree to preserve the confidentiality of the data and if they agree to the
terms | have specified in this form.

9. I voluntarily agree to participate in the project.

10. | | know who to contact if | have any concerns about this research.
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Appendix F: List of Supplementary Materials

Experts interview transcripts
Interview 1 [KL]
Interview 2 [JH]
Interview 3 [AK]
Interview 4 [EN]

TA coded experts interview transcripts
Coded interview 1
Coded interview 2
Coded interview 3
Coded interview 4

TA Thematic map

Matrix of coded news articles
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Appendix G: Czech News Articles’ Links

Forbes

[1] Tvlrce ChatGPT bojuje s linymi studenty. Vytvofil nastroj na detekci strojového textu
https://forbes.cz/tvurce-chatgpt-bojuje-s-linymi-studenty-vytvoril-nastroj-na-detekci-
strojoveho-textu/ [3.2.2023]

[2] ChatGPT v obleku. Jak bude uméld inteligence pomahat ve svété prava?
https://forbes.cz/chat-gpt-v-obleku-jak-bude-umela-inteligence-pomahat-ve-svete-prava/
[16.2.2023]

[3] Rusky student obhdjil diplomovou praci napsanou diky ChatGPT. Univerzité to pfiznal
https://forbes.cz/rus-obhajil-diplomovou-praci-univerzite-priznal-ze-ji-za-nej-napsala-
aplikace-chatgpt/ [15.3.2023]

[4] ChatGPT, Dall-E nebo Codex. V pozadi téchto sluzeb stoji jeden ¢lovék: Sam Altman
https://forbes.cz/chatgpt-dall-e-nebo-codex-v-pozadi-techto-firem-stoji-jeden-clovek-sam-
altman/ [21.3.2023]

[5] Faktor Al. Nahradi uméld inteligence prdvniky, novindfe a programatory?
https://forbes.cz/faktor-ai-nahradi-umela-inteligence-pravniky-novinare-a-programatory/
[21.3.2023]

[6] Al méni svét. Co si o tom mysli Bill Gates? https://forbes.cz/ai-meni-svet-co-si-o-tom-mysli-
bill-gates/ [21.3.2023]

[7] Nova éra zacind pravé ted. Al mlZie mit podobny dopad jako pfichod internetu
https://forbes.cz/nova-era-zacina-prave-ted-ai-muze-mit-podobny-dopad-jako-prichod-
internetu/ [21.3.2023]

[8] Pripad Google. Pro¢ technologicky gigant dnes zaostava? https://forbes.cz/pripad-google-
proc-technologicky-gigant-dnes-zaostava/ [21.3.2023]

[9] Pustte sido zivota umélou inteligenci. Tady jsou mista, kde zacit https://forbes.cz/pustte-si-
do-zivota-umelou-inteligenci-tady-jsou-mista-kde-zacit/ [21.3.2023]

[10]Co se stane, kdyZz umélé inteligenci date mozek kvantového pocitace? https://forbes.cz/co-
se-stane-kdyz-umele-inteligenci-date-mozek-kvantoveho-pocitace/ [21.3.2023]

[11]Zméni ndm uméla inteligence Zivot? Péchoucek, Polak a Mikolov ve velkém rozhovoru

https://forbes.cz/zmeni-nam-umela-inteligence-zivot-pechoucek-polak-a-mikolov-ve-
velkem-rozhovoru/ [21.3.2023]

[12]Z4dné biflovani. ChatGPT ndm ukazuje, e se mdame ucit chapat, nikoli memorovat
https://forbes.cz/zadne-biflovani-chatgpt-nam-ukazuje-ze-se-mame-ucit-chapat-nikoli-
memorovat/ [21.3.2023]

[13]Zastavte vyvoj umélé inteligence. Pro¢ petici podepsal Musk, Wozniak i nékolik Cech??
https://forbes.cz/zastavte-vyvoj-umele-inteligence-proc-petici-podepsal-musk-wozniak-i-
nekolik-cechu/ [30.3.2023]

[14]Stop chatovacim robotim? Itdlie znepfistupnila ChatGPT https://forbes.cz/stop-
chatovacim-robotume-italie-znepristupnila-chatgpt/ [1.4.2023]

[15]Itdlie obraci. ChatGPT v zemi povoli pod nékolika podminkami https://forbes.cz/italie-
obraci-chatgpt-v-zemi-povoli-pod-nekolika-podminkami/ [13.4.2023]

[16]Musk vold po brzdé vyvoje umélé inteligence. Zaroven stavi firmu zamérenou na Al

https://forbes.cz/musk-se-pridal-k-vyzve-na-pozastaveni-ai-sam-ale-pokracuje-ve-vyvoji-

vlastni-firmy/ [14.4.2023]
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[17]Al hledajici maximalni pravdu. Musk spusti svou konkurenci ChatGPT https://forbes.cz/ai-
hledajici-maximalni-pravdu-musk-spusti-svou-konkurenci-chatgpt/ [18.4.2023]

[18]Budoucnost Al vidim v poradenstvi. KomentaF Daniely Peskové z Ceské spofitelny
https://forbes.cz/budoucnost-ai-vidim-v-poradenstvi-rika-daniela-peskova-z-ceske-
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mohla-zadosti-hodnotit-pozna-co-uz-nekdo-vymyslel-mini-expert/?ref=list [30.4.2023]
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[104] Uméla inteligence uspéla v testu pro lékarské opravnéni. Odpovidala smysluplné a
inovativné https://ct24.ceskatelevize.cz/veda/3564037-umela-inteligence-uspela-v-testu-
pro-lekarske-opravneni-odpovidala-smysluplne-a [10.2.2023]
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