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Abstrakt

Používateľove začiatky s novým softvérom môžu byť náročné. Používateľ môže

počas procesu premeny z nového na skúseného používateľa potrebovať pomoc.

Táto fáza a pomoc pri nej sa nazýva onboarding. Jednoduchosť prechodu a

efektivita onboarding-u môžu rozhodnúť o úspešnom osvojení si softvéru použí-

vateľom. Pri skúmaní interakcie človeka s počítačom (HCI, z angl. Human-

Computer Interaction) sa aktuálne používajú techniky, ktoré by sa zrejme dali

využiť pri vyhodnocovaní úspešnosti onboardingov. Avšak, tieto techniky majú

určité nevýhody, akými sú vysoká subjektivita, nízka ekologická validita a vysoké

časové nároky. V tejto práci navrhujeme dva nové postupy, ktoré využívajú elek-

troencefalografiu (EEG), sledovanie zraku používateľa (angl. eye-tracking) a ich

kombináciu. Založené sú na sledovaní oblastí záujmu (AOI, z angl. Area of Inter-

est), potenciáloch viazaných na udalosť (ERP, z angl. Event-Related Potential) a

ich fúzií – potenciáloch viazaných na fixáciu pohľadu (EFRP, z angl. eye-fixation

related potential).

Kľúčové slová: Onboarding, Prijatie Softvéru, Naučiteľnosť, Eye-Fixaation

Related Potential



Abstract

User’s beginnings with software tools can be difficult. A user might need help

during a transition phase from novice to advanced user. This process and ac-

companying help are known as onboarding. Ease of the transition phase and the

effectivity of the onboarding can influence the acceptance of the software. Field

of human-computer interaction (HCI) currently uses techniques that could be ap-

plied for evaluation of onboardings. However, these techniques have drawbacks,

such as high subjectivity, lower ecological validity and higher time demands.

Two new methods employing eye-tracking, electroencephalography (EEG) and

their combination are proposed. The methods are based on areas of interest

(AOI), event-related potentials (ERP) and their fusion eye-fixation related po-

tential (EFRP).

Keywords: Onboarding, Software Acceptance, Learnability, Eye-Fixation

Related Potential
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1 Introduction

Computer tools help with various tasks and make life easier. When tools are used

with ease and pleasure, they fulfill their purpose and are used often. However,

beginnings with such tools can be difficult, and a tool can be rejected. Or, if the

user understands everything, he uses the software happily and with ease. New

user needs help in the initial phases of usage. These phases and provided help

are called onboarding or more specifically user onboarding.

This is valid for a whole range of computer tools from giant enterprise level

applications designated for years of use, to standard web pages, where people

spend a few minutes. But what makes the difference? How is an interface per-

ceived and understood? What causes acceptance or rejection by users? Answers

can be found in various disciplines that are tied to cognitive science. Psychology,

with sub-disciplines of cognitive psychology and user psychology, neurophysiol-

ogy, design and art can provide valuable insights. Knowledge from the disciplines

is used by professionals of field of human-computer interaction (HCI).

Aim of the thesis is to describe principles that answers these questions. The

answers would be useful during design of such experiences. The thesis explores

current knowledge and methodologies applied in HCI, relevant to onboarding.

Limitations of current methods are addressed. To overcome the limitations. tech-

nological possibilities of eye-tracking and electroencephalography, and their com-

bination, can be useful to enrich a portfolio of the methods. Research which could

support plausibility of ideas for a new method is presented.

In a second section, the thesis offers two complementary methods, that can

help software designers with designing onboardings and provide higher objectivity

compared to currently used methods. The method is based on finding elements

of graphical user interface that new users have trouble to understand. This is

further extended to method on comparing “onboardings”.
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2 Software Onboarding

2.1 Software Acceptability & Acceptance

Alexandre et al. (2018) begin their review by asking “why some tools are adopted

or reject by target user” and describe terminology that can be used to explain it.

Two phenomena related to user’s encounter of new software are recognized. An

a priori acceptability and a posteriori acceptance.

When a user encounters a new tool, he forms some mental representation

of it, which might be more or less positive. This representation determines the

acceptability, which is a willingness and an intent to use the tool. However,

the representation of a tool cannot be yet completely formed. During software

usage, the representation changes based on the user’s real activity. After the

representation is formed, user pragmatically evaluates the software usage and

construct the acceptance.

Understanding of described processes has been studied from various points

of view. Alexandre et al. (2018) review five complex approaches and some not

categorized factors influencing the processes.

Tool-use Centered. Approach based on ergonomics or tool-use centered ap-

proach is focused mostly on acceptability (a priori). Alexandre et al. (2018)

mention literature concerning this approach from years 1992 - 2011.

The idea is, that two main criteria - usability and accessibility determine

the acceptability. Usability means, that a tool is easy and effective to use, and

suitable support to complete a task.

The two criteria of usability and accessibility within the tool-used centered

approach consider concepts as efficiency, effectiveness, satisfaction, ease and re-

liability, ease of learning, learnability, flexibility, attitude, maniability (easy to

manipulate), utilisability (achieve a goal at lower cost), operability (ability to
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keep a tool in a reliable functioning condition), accessibility (tool is usable for

everyone). These concepts were later used for the construction of ISO standard.

A methodology for the evaluation of tools based on interviews, user tests, user

performance and observational data was also proposed within this approach.

Social Psychology. In 1975, an approach based on social psychology began to

emerge, with probably most recent article from 2011. The core idea is, that user

is a social agent and this determines the use of a tool by the user. The approach

applied theories from social psychology to human-computer interaction. The

theories are Theory of Reasoned Action (TRA) and Theory of Planned Behaviour

(TBA).

The approach considers mostly ideas of motivation (engagement in tool), ef-

fective use - performance (task completion success), attitude (belief towards the

tool), behavioural control (auto-evaluation of skills and resources in regard to the

use of a tool), subjective norms (social pressure to use a tool or not), relative

advantage, complexity, image, visibility, compatibility.

Finally, the approach recognizes self-efficacy as probably the most important

concept. The concepts involve overall personal judgment of competency and

skillfulness to use a system, belief of success after usage of a system, expectations

of results, motivation and belief in fulfillment, subjective norm. All of this leads

to more engagement and less auto-depreciation, which in turn directly impacting

acceptability.

This approach also yields a statement that “a piece of technology must (a)

have an advantage relative to traditional strategies, (b) be compatible with users’

values, experiences and needs of individuals and groups, (c) be easy to use and

(d) have quick and visible positive benefits” (Alexandre et al., 2018).
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Productivity-oriented. The TRA and TBP served as the basis for a proposal

of the theory of Technology Acceptance Model (TAM) from 1989. This theory

takes the productivity-oriented approach and attempts to predict the behavior of

a user and acceptability of a tool by a user. Main criteria in the theory are:

1. Perceived Usefulness (PU) - user’s belief that using a system will enhance

job performance, later separated to job effectiveness, productivity and time

saving, and importance to a job,

2. Perceived Ease Of Use (PEOU) - user’s belief that using a system would be

free of effort, later as physical effort, mental stress and learning difficulty

An extension to the theory was TAM2. This extension added social influence

(subjective norm, social pressure, image, voluntarism), pertinence of the task,

quality of the output, demonstrability of results, experience, attitude, behavioral

intention, actual use and external variables. The TAM2 promises explanation of

60% of the variance of use.

Combining eight theories, Unified Theory of Acceptance and Use of Technology

(UTAUT) from 2003 promise explanation of 70% of the variance of acceptabil-

ity. The explanation is based on the criteria of performance expectancy, effort

expectancy, social influence and facilitating conditions. Some moderators as de-

mography or experience are also included in the explanation.

Final and a simple theory with this approach claims, that user’s evaluation

is based on a comparison of costs to benefits, resp. gain vs. effort. These are

assessed by criteria of quality of the result and the effort (cognitive or physical

cost). Probably last publication related to this approach is from 2015.

Hedonic. Satisfaction as the basis of acceptance was addressed back in 1963.

The shift of paradigm distinguishes utilitarian - productivity-oriented approach

and hedonic - pleasure-oriented approach. The hedonic approach, with recent

10



literature from 2014, recognizes pleasure of use as a determinant of productivity.

Satisfaction can be a result of use.

The pleasure and satisfaction are influenced by perceived enjoyment, perceived

ease-of-use, system and information quality and confirmation of expectations.

With the hedonic approach, the state of a “flow” is also related, which is described

as an extreme concentration and involvement in a task, that also raises user’s

satisfaction.

User-experience. Last and most recent (with literature beginning in 2001)

approach focuses on user experience in use-related situations and context as a

holistic unit. This experience determines software acceptance. The paradigm,

which is often abbreviated as UX, combines all previously commented approaches.

Most prominent idea is that a tool is always considered in real context and

implementation. The importance of context is recognized largely by psychology.

UX approach considers dynamics of interaction and also possible influences of

a tool on a user. It recognizes distinction in designer’s perspective and user’s

perspective and their influence on experience and acceptance.

Next criteria, pragmatic but also holistic, are usefulness, usability, valuabil-

ity, desirability, findability, credibility, accessibility, efficiency, security, evocation,

stimulation, identification, perception of quality and usefulness, emotional affect,

perceived enjoyment productivity-oriented, intrinsic motivation, aesthetics, inter-

face design, disorientation, adequacy.

Alexandre et al. (2018) combined all of these approaches, they broke them

down into pieces in form of individual considered concepts, ideas and phenom-

ena and categorized them under five meta-criteria. These are (with examples in

parentheses):

1. utility (gain, instrumental qualities, needs, performance, self-efficacy, us-
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ability)

2. ease of use (cognitive load, complexity, cost, self-efficacy, learnability, us-

ability)

3. aesthetics (image, visibility),

4. contextual and social differences (attitude, beliefs and desires, motivation,

self-efficacy, social acceptability, values) and

5. overall judgment (affect, beliefs, hedonic attributes, influence of the sup-

port, positive experience, trust)

Alexandre et al. (2018) conclude their review with a statement that “the

subject is a psychological socially situated actor; using the tool in a given context

with a specific task”. They recognizes the importance of the influence of an

environment and an experience (judgment, emotions, attitude, motivation, etc.)

and also the dynamic and temporary character of acceptance.

The presented approaches demonstrate how difficult it is to understand and

describe qualities of a tool needed to its acceptance. Variability in approaches

and fields of studies involved in describing the problem shows how a truly inter-

disciplinary look is required when it comes to software acceptability.

2.2 Learnability

Some of the factors determining acceptation can and should be enhanced by the

specific design of the tool. However, in an effort to enhance all factors even for

the new users (which consider the acceptation), overall performance or qualities

of the product could be impaired (Scarr et al., 2011). Also, it is sometimes not

possible to redesign the whole product, therefore only the transition from new

user to active user can be addressed (Grossman et al., 2009).
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Factors determining acceptation are often tied to expectations, ability to

achieve performance (self-efficacy), comparison of costs and benefits, and compe-

tency, these factors can and should be addressed in the transition phase. Besides

the fact, that aspects related to learning were mentioned in multiple views of

acceptance and acceptability, without a doubt learnability is an important factor

of usability and allowing for better learnability would help in the transition phase

(Alexandre et al., 2018; Grossman et al., 2009; Scarr et al., 2011).

2.2.1 Enhancing Learnability

One of the most commonly known attempt to enhance learnability of a software

which has failed was “Clippy” by Microsoft (Grossman et al., 2009). But numer-

ous other techniques can be employed to help novice users with the transition

on expertise. These are sometimes referred to as Onboarding (Cascaes Cardoso

et al., 2017; Strahm et al., 2018), mostly in commercial sphere (YesElf, 2017) and

wide on-line community (Hulick, n.d.(b)).

There is no universal technique or approach with user onboarding that would

fit all context, users and applications. Onboarding is always unique to a particu-

lar product and user base. What is possible, is to provide examples of techniques.

Many of them are same or closely related one to another, but currently, no spec-

ification or standardization is agreed upon, so various labels are used. Some of

the techniques are explained. (Hulick, n.d.(a))

Welcome Windows. One time welcome greeting screen, displayed after the

first launch of an application should contain more than an ordinary greeting. The

screens provide greater potential to guide a user to take a certain action. This

technique is useful when some input data is required. To support the perceived

importance of the step, the interface should display a minimum of visual elements

and no possibly misleading content should be included. (YesElf, 2017)

13



Empty or Blank States. When no data is stored in a system yet, many screens

or parts of screens (like so-called widgets) would be blank. This might cause

negative feelings with users such as confusion. Instead of negatively informing

about emptiness, these places are an important opportunity to communicate to

a user what can be expected on the screen later or provide some explanation on

how to input data into the system. They are also the right place to inform a user

about advantages of a platform and how is currently viewed section relevant to

the advantages. The blank states should be precedently used to empower a user.

(Renz et al., 2014; Hulick, n.d.(a); Portman, 2017)

Hotspots, Notifications and Bubble Tips. Animated - pulsating visual

elements placed next to a certain key feature of a user interface are useful for

pointing the feature to the user without a noticeable warning can be considered a

hotspot. After clicking the hotspot, a brief comment explaining details of feature

can be shown. (YesElf, 2017)

Hulick states that they hijack user’s attention and pull away from the natural

sense of self-direction. However, they should be implemented in a way, that they

are not noticeable on first glance so they do not provide information instantly

and massively, but rather nonviolently where a user can ignore the element. This

technique allows a user to learn the system while using it. (YesElf, 2017)

Bubble tips also draw users’ attention, same as hotspots, with which they

should be combined. They can serve to display and notify about information in

a more visible and alerting way. The content of the tips should be short and

concise text. Buttons might be sometimes useful. (YesElf, 2017)

Gamification, Progression Systems, Progress Bars. Gamification is the

use of elements known from video games outside of gaming scope, like delivering

positive reinforcement. These elements serve to improve UX and user engage-

14



ment. They work because human is a competing creature. The elements can be

scores, leaderboards, badges or unlocking of items. Renz et al. (2014) declare

that within gamification belongs also an increase of system complexity. (Renz

et al., 2014; YesElf, 2017; Portman, 2017)

Mostly progress bars and badges are considered as gamification. They display

current completion state and can serve as a form of reward for a user. Progression

systems lead user on his progress from novice to advanced user and this progress

can be in some cases longer. Progression systems are not always progress bars

- completion meters, they can also be to-do lists. They communicate already

reached progress within the system and can be used also for partial tasks. (Carlèn,

2017; Morrison, n.d.; Hulick, n.d.(a); YesElf, 2017; Renz et al., 2014)

Demo Video, Tutorial. Demo video courses expect user’s interest in platform

functionality and possibilities. In animated fashion, they can provide information

on how to navigate in a system or progress within. Renz et al. (2014) mention in

their article that 24,3% of users actually finished and understood demo.

Segmented Guided Tours, Walkthroughs. Tutorials integrated into stan-

dard workflow, based on current and previous actions, might be a less distracting

variant of demos, since they would appear only when relevant. They can incor-

porate other techniques like notifications and bubble tips, or overlays to highlight

what is important and blur-out what is not. Their purpose should be to introduce

key features and lead a user towards his first reached important goal. Although,

these techniques pull user away from his momentum and disturb the sense of

self-direction. Therefore a designer should ensure that the workflow is linear and

transparent. (Renz et al., 2014; Carlèn, 2017)

Content as Tutorial. Using platform and its systems to serve content in a way,

that content is a tutorial can be a neat and unobtrusive method of onboarding.
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For example, in case of massive open on-line courses, Renz et al. (2014) suggest

using course itself to teach how to use a platform, or just mention some features

in the course on a different topic. Generally, the tutorial can fill blank space,

which can be used to educate. (Renz et al., 2014; Portman, 2017)

2.2.2 Evaluating Learnability

In 2009 Grossman et al. researched learnability with findings, that the term

”learnability” is not exactly defined. Based on various published definitions,

they identified Initial Learnability for single usage and Extended Learnability for

a change of performance over time of consequent usage. Four criteria on user

assessment are recognized:

• Level of experience with computers

• Level of experience with an interface

• Quality of domain knowledge

• Experience with similar software

Further, seven categories of learnability metrics were constructed:

• Task Metrics: Metrics based on task performance

• Command Metrics: Metrics based on command usage

• Mental Metrics: Metrics based on cognitive processes

• Subjective Metrics: Metrics based on user feedback

• Documentation Metrics: Metrics based on documentation usage

• Usability Metrics: Metrics based on a change in usability

• Rule Metrics: Metrics based on specific rules

16



These metrics are close to metrics of usability and are more or less just adapted

for learnability construct. Therefore methodologies used for assessing usability

can be used.

2.3 Human-Computer Interaction

There is a whole field of expertise formed around designing software application

products, that would provide high usability. The field is called Human-Computer

Interaction (HCI). As Hassenzahl et al. (2006) state, ”HCI research focused al-

most exclusively on the achievement of behavioral goals in work settings. The

task became the pivotal point of user-centered analysis and evaluation techniques

(e.g. usability testing).”. The concern of the HCI field is mostly user interface

(UI). Nowadays mostly graphical user interfaces (GUI) are used, studied and im-

proved, but a command line interface still provide some advantages (Scarr et al.,

2011).

According to ISO 9241-11:2018 usability is ”extent to which a system, product

or service can be used by specified users to achieve specified goals with effective-

ness, efficiency and satisfaction in a specified context of use” (ISO, 2018). Next,

user experience is defined by ISO 9241-210:2010 as ”person’s perceptions and re-

sponses resulting from the use and/or anticipated use of a product, system or

service” (ISO, 2010).

Further User Experience (UX) formed in course of HCI. Some consider UX

to be alternative to HCI (Bargas-Avila et al., 2011). However, the distinction

between these two is often vague and elusive (Hassenzahl et al., 2006). It can

be considered to be umbrella phrase (Bargas-Avila et al., 2011) or even whole

phenomenon (Hassenzahl et al., 2006). Be it as it may, there is no need for great

disambiguation among HCI, usability and UX, and for purposes of this thesis,

they can be considered interchangeable.

Bargas-Avila et al. (2011) explain, that UX takes a more holistic view of a
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product, not only e.g. task completion time or removing usability problems.

UX is focused on positive emotions, situational and dynamic aspects of using

an interactive product or even stimulation or personal-growth. While preventing

negative emotions such as frustration and dissatisfaction was objective of HCI, the

objectives of goals of UX are emotions like joy, pride or even surprise (Hassenzahl

et al., 2006). In spite of all this, usability can still be the most important value

of a product and Hassenzahl et al. (2006) question whether usability is related

to or independent from qualities that are proposed to be examined by UX. He

closes his paper considering ideas of UX to be a responsibility of HCI.

HCI professionals have a variety of methods available for achieving good UX

of a product and/or its UI. Some of them, mentioned for example by Unger et al.

(2009) and Rubin et al. (2008):

• User Interviews - A one-on-one conversation with a participant who be-

longs to one of the site’s primary user groups. This is usually done with 5

- 6 participants, where most are of the target group, but also one or two

participants are extremely outside of target group1.

• Contextual Inquiry (active and passive) - An on-site visit with partic-

ipants to observe and learn about how they work in their normal, everyday

environment.

• Surveys - A series of questions consisting of mainly closed-end answers

(multiple choice) used to identify patterns among a large number of people.

• Focus Groups - A group discussion where a moderator leads participants

through questions on a specific topic. Focuses on uncovering participants’

feelings, attitudes, and ideas about the topic.
1Based on personal discussion with UX professional
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• Card Sorting - Participants are given items (such as topics) on cards and

are asked to sort them into groups that are meaningful to them.

• Usability Testing - Users try to perform typical tasks on a site or ap-

plication while a facilitator observes and, in some cases, asks questions to

understand users’ behavior. Also called Lab test (Tullis et al., 2010).

A portal Usability Body of Knowledge by UXPA - The User Experience

Professionals’ Association, n.d. available at http://www.usabilitybok.org pro-

vides a categorized list of many methods to be used by UX professionals. Among

them, UXPA provides a category of Usability Evaluation Methods divided into

groups of Formative and Summative methods. With the formative methods, work

with prototype or product is important and required. While summative usability

tests are used at the end of development. Theofanos et al. (2005) describe for-

mative testing as ”testing with representative users and representative tasks on

a representative product where the testing is designed to guide the improvement

of future iterations.”

2.3.1 Usability Testing

Above-mentioned technique of Usability Testing is important for user-centered

design and is one of the most frequently used methods for testing UX of designs.

It is used to evaluate a product by testing it with real users, which allows designers

to obtain direct feedback on how the users work with the product. Such testing

is important because users often surprise designers with unexpected actions or

reactions. It is helpful to see a system being used for designers to be able to

create a product that works as expected by users. (Schall et al., 2014; Unger

et al., 2009; Rubin et al., 2008)

According to Theofanos et al. (2005) and UXPA - The User Experience Pro-

fessionals’ Association, usability testing belongs to group of formative methods.
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Usability Testing should not be mistakenly interchanged for User Acceptance

Testing which would be considered summative method. Usability testing helps

designers to design software to be efficient, effective, usable and pleasurable to

work with. In practice, they are both similar. (Unger et al., 2009; Rubin et al.,

2008)

The technique is based on standard principles of quantitative testing and

should be carried out as A/B test, where at least two versions of interfaces are

compared. The testing should be controlled, with specific hypotheses prepared,

and sufficient sample size of testing groups. However in practice, these rules are

often overlooked and not implemented, yet tests still provide high value. Purpose

of a usability test is not to provide hard - number evidence, but rather to provide

grounds for informed decisions about the design of the product. Therefore the

usability test tends to be more qualitative and oftentimes, only one version of the

design is examined. (Rubin et al., 2008)

Rubin et al. (2008) define these to be basic elements of usability testing:

• Development of research questions or test objectives rather than

hypotheses.

• Use of a representative sample of end users which may or may

not be randomly chosen.

• Representation of the actual work environment.

• Observation of end users who either use or review a representa-

tion of the product.

• Controlled and sometimes extensive interviewing and probing of

the participants by the test moderator.

• Collection of quantitative and qualitative performance and pref-

erence measures.

• Recommendation of improvements to the design of the product.
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If the purpose of a usability test is to evaluate a single interface, the evaluation

is mostly qualitative and highly subjective. Participants should cover a broader

range of categories of possible users. If the purpose is to compare two various

interfaces of a system, it is possible to evaluate some more objective quantitative

metrics. However, the characteristics of participants (demography, skills) should

be similar to avoid biases in results.

The test procedure for individual participants is then same in both cases. A

moderator instructs participant about the test and its objectives. A scenario

of the test, or a list of tasks is provided to the participant. It is important to

precisely define the task and what does it mean to successfully finish the task.

Although, free exploration of an interface without aim can be sometimes also part

of a test. The participant is observed and possibly recorded by moderator and

designers. (Rubin et al., 2008; Unger et al., 2009; Hertzum et al., 2009; Tullis

et al., 2010)

A participant should execute the tasks with the system as naturally as pos-

sible. However many tests employ think-aloud technique. The technique de-

mands that user constantly comment on performed actions and verbalize his or

her thoughts. If the participant happens to forget this requirement, then the

moderator reminds it and asks the participant to ‘keep talking’. Experimenters

also often intervene with questions for an explanation of actions. This, the re-

quirement itself and constant reminding can be, of course, disturbing and lower

ecological validity. Also, the moderator himself is a risk to ecological validity.

(Rubin et al., 2008; Unger et al., 2009; Hertzum et al., 2009; Tullis et al., 2010)

Hertzum et al. (2009) researched how does thinking aloud affect results of

usability testing. They mention that verbalization can lead to fewer errors and

more tasks solved correctly. Further, task competition time was also affected and

is considered to be susceptible to individual variation caused by thinking aloud.

This can also be used as an indicator of higher task complexity, although not
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very accurate. However, Hertzum et al. (2009) mention studies which concluded

opposite, since thinking aloud seemed to speed up tasks solving. The technique

also affected hand movements and marginally raised mental workload of partici-

pants. Despite a conclusion made by Hertzum et al. (2009), that correct use of

think-aloud technique can provide valid results, it was demonstrated, that the

technique causes fluctuations in results.

After the test is executed, it should provide material for qualitative interpre-

tation of each participant’s behavior. Multiple sessions can provide also objective

metrics which are usually based on (Tullis et al., 2010; Rubin et al., 2008; Kuni-

avsky et al., 2012; Schall et al., 2014):

• task success - how many tasks of scenario was successfully finished,

• errors count - how many errors happened during the session,

• time on task - usually, the faster is task finished, the better the experience

(except for applications designed for hedonic purposes such as fun or joy;

Hassenzahl et al., 2006),

• self-reported metrics - mostly implemented by questionnaires following test

session,

• physiology - facial expressions, skin conductance level, pupil dilation, various

EEG metrics.

Goldberg et al. (1999) state, that ”The software development industry requires

improved methods for the objective analysis and design of software interfaces.”

They criticize current methods because of poor objectivity and reliability, and

attempted to use measurements of eye-movements to objectively evaluate inter-

faces. Same call was stated by Grossman et al. (2009) where they researched eval-

uation of learnability. As one of such techniques is offered eye-tracking (Goldberg
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et al., 1999; Schall et al., 2014; Guo et al., 2016; Holsanova, 2014; Bargas-Avila

et al., 2011).

3 Technical Possibilities

Thanks to technical advancements two important methods of examining human

behavior and cognition are available. These are eye tracking and electroen-

cephalography. They are suitable methods for application in HCI.

3.1 Eye Tracking

Eye tracking (ET) - a technique that can be a valuable addition to usability

testing methods is a non-intrusive method to monitor where and when a user

looks. The technology of ET is based on infrared, or near-infrared light source

directed at pupil where it causes visible reflection in a cornea - the outer-most

optical element of the eye. Location of this reflection changes with eye movement.

These reflections and changes are recorded by high-resolution, and ideally also

high-speed, camera. This way, a computer can track a user’s eye gaze.

Before the actual test is required calibration of the device in use with individ-

ual participants to achieve high accuracy. From such data, an algorithm can later

interpolate the actual position of user’s gaze. ET can be either head-mounted

device, such as glasses or screen-based system, which is called remote eye track-

ing. (Tullis et al., 2010; Kuniavsky et al., 2012; iMotions, 2016; Morimoto et al.,

2004; Schall et al., 2014)

Looking. Human’s gaze is composed of multiple elements. Those important

for eye tracking, which are most often mentioned and analyzed are:

• gaze points,

• saccades,
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• minute movements (microsaccades, tremors, drifts) and

• fixations.

Human vision works on a principle of detecting changes at the retina. Gaze

point is the instantaneous position of gaze, when information is aligned at fovea

and retina sense incoming light. Fixation is approximate location, respectively

area where multiple close gaze points and minute movements occur and are also

defined by the duration of an occurrence. Duration of fixation is between cca. 50

- 600ms. Saccades occur between fixations, they are movements of gaze between

two points and average duration is 20 - 40ms. (Tobii AB, n.d.; Tobii AB, 2018;

Schall et al., 2014)

Using Eye Tracking for Usability Testing.

By exactly following user’s gaze it is possible to understand better how is the

work of participant going. It is possible to determine whether participant really

saw an element of an interface, that designer wanted the user to see (Tullis et al.,

2010; Pernice et al., n.d.; Chynał et al., 2018). On this level, it is, however,

not sure whether user read and understood words, or what was he/she thinking

(Kuniavsky et al., 2012). Following and reacting to user gaze during the test can

be distracting, therefore it is better to watch Gaze Replay after the test.

Experimenter can discuss user’s behavior watching record of test with user

in retrospectively (Kuniavsky et al., 2012; Pernice et al., n.d.). Such consulta-

tion, however, can be misleading, since user can over-rationalize or falsely justify

his/her actions. Also it is really time consuming (Pernice et al., n.d.) There are

further analyses possible with recorded ET data such as gaze plot (scan path), or

heatmaps (Tullis et al., 2010; Kuniavsky et al., 2012; Pernice et al., n.d.; Mealha

et al., 2010).

Areas of Interest (AOI) (sometimes called ROI - Region of Interest) is base for
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some more techniques. AOIs are predefined subregions of a user interface. Later

measurements such as the ratio of fixations inside respective areas to other areas

or to all fixation can be applied. Some more metrics are Time to First Fixation

or Time Spent in AOI. (Tullis et al., 2010; iMotions, 2015; Mealha et al., 2010;

Chynał et al., 2018)

Studying cognition only using eye-tracking is difficult since measured vari-

ables have large variability and recordings can lead to incorrect and subjective

conclusions (Baccino, 2011). Besides that, in practice evaluating interfaces only

using eye-tracking usually brings a need for replaying usability test sessions which

translates into the necessity of more of valuable time.

3.2 Electroencephalography - EEG

It is believed, that electrical signals generated by brain represent its function and

state. Such a possibility can provide an advance in the field of HCI and could be

employed for an evaluation of user interfaces.

3.2.1 Beginnings of Electroencephalography

The belief of representation of brain function by an electrical signal motivates sci-

entists to apply various processing methods to the signals measured at the human

scalp. History of EEG can be dated back to 1300s and neurophysiology began

to form back in the 19th century. The first record of brain activity from human

scalp was made in 1875. This was beginning of concept of electroencephalography

- EEG, which denotes writing of electrical activity of brain in head.

As most influencing discovery is considered a report of so-called alpha waves

and alpha blocking response by Hans Berger in 1929. He later found some corre-

lation between mental activities and the changes in the EEG signal. During the

1950s was rapidly developed technique of applying Fourier analysis to EEG sig-

nal and during 1970s progressed investigation of evoked potentials. (Sanei et al.,
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2007; Luck, 2005)

3.2.2 Field Potentials

The human brain is composed of nerve cells - neurons which enables its function-

ing. At birth, approximately 1011 neurons are developed. A neuron consists of

dendrites, a cell body with a single nucleus, and an axon.

A nerve cell receives information as stimuli from other cells. A human neuron

is connected approximately to 10,000 other neurons. They are connected to the

dendrites or body of a cell by a synapse. This connection serves for transmitting

information between neurons in form of action potentials. The cell integrates

received stimuli and transports the information by axon to next cells.

Under the membrane of a cell body can be recorded negative electrical po-

tential of 60-70 mV relative to outside of the membrane. This potential changes

according to the activity of the cell which is related to the activity of other con-

nected cells. An action potential transmitted by synaptic connection can either

excite or inhibit the cell, depending on a type of the synapse. If several transmis-

sions occur together in a short time, they will be summed. If a certain threshold

is reached after the summation, the cell itself will produce and send a new action

potential through its axon.

The action potential is physically transmitted not only inside the cell but also

around it, in extracellular space. This is directly responsible for the generation

of field potentials, which are further measured on the scalp as an EEG signal.

(Luck, 2005; Sanei et al., 2007; Llinas, 2008; Buzsáki et al., 2012; Léger et al.,

2014)

3.2.3 Source of EEG Signal

The EEG signal obtained from a scalp measures currents of secondary electri-

cal fields produced by magnetic fields which are generated by electrical dipoles -
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extracellular electrical fields in the brain. All electrical currents flowing in extra-

cellular space of the brain contributes to an extracellular electrical field. These

currents originate in cells of the brain and their parts, e.g. dendrites, axons or

axon terminals and create electrical dipoles. The extracellular field is, therefore,

a superposition of currents based on the activity of cells surrounding the location

of the field. Since the electrical signal is transferred almost at the speed of light,

recording of these signal provides almost instantaneous information about brain

state, allowing for high temporal resolution.

The activity influencing fields can be synaptic activity, which must overlap in

time to induce measurable change or occurrences of action potentials. To pro-

duce measurable field, approximately 107 neurons with geometry perpendicular

to scalp has to be simultaneously active. Also, this activity can be canceled out

by groups of neurons with opposite activity.

Even though the activity of all neurons is reflected in the field, pyramidal cells

contribute most. It is because of their geometry, architecture and large popula-

tion. Apical dendrites of pyramidal cells lie parallel to each other and afferent

inputs are perpendicular to the dendritic axis. This makes cortex, containing the

pyramidal cells strongest producers of the electrical field. Therefore EEG signal

recorded at scalp is mainly produced by the cortex and its pyramidal cells which

is also part of the brain where most deliberate cognitive processes happen. How-

ever, this signal is still attenuated by matters between the cortex and electrode,

such as cerebrospinal fluid, dura matter, bone, or the scalp itself. (Luck, 2005;

Sanei et al., 2007; Woodman, 2010; Buzsáki et al., 2012; Léger et al., 2014)

3.2.4 Source Localization

Measuring an EEG and determining a distribution of observed voltage with the

signal originating at various locations in the brain is relatively simple. This is

called forward problem. On the other hand, the inverse problem of localizing
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sources of measured EEG is an ill-defined problem since an infinite number of

configurations of sources can result in same observed voltage distribution. This

causes a low temporal resolution of an EEG. Although some mathematical models

for approximate localization exist, it is currently impossible with such a complex

system as the brain is.

To help localize sources of measured brain activity, usually, blind-source sep-

aration algorithms are applied. Some of the algorithms are for example MUSIC

– Multiple signal classification, FINES or LORETA – low-resolution electromag-

netic tomography algorithm. The two most commonly used techniques are PCA

– Principal Component Analysis and ICA - Independent Component Analysis.

These two algorithms use information from all electrodes together to solve the

problem. They derive components that are based on functional relationships.

PCA is used to reduce dimensionality, i.e. lowering the number of variables,

leaving only those with useful information. It separates possibly correlated val-

ues and produces a same or lower number of uncorrelated variables - principal

components. The components are orthogonal to each other and have the largest

possible variance.

ICA attempts to find statistically independent sources of combination in mea-

sured data. To perform ICA various algorithms are applied, most commonly used

is infomax, but recently an AMICA - adaptive mixture of independent component

analyzers has been introduced. (Jung et al., 2001; Luck, 2005; Sanei et al., 2007;

Urigüen et al., 2015; Kaczorowska et al., 2017; Kappenman et al., 2012)

3.2.5 Recording Devices

In the beginnings of EEG recording, ingenious devices, which used for example

coils and mirrors, were used to record the signal from a scalp. Currently are for

the job used tools based on standard electrical components and principles.

On the scalp are attached electrodes, which are a crucial component for ac-
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quiring high-quality measurements. The electrodes are usually Ag/AgCl disks

with a diameter of cca. 3 mm. A conductive gel is applied to them to form an

electrical connection. Although, various types of electrodes are used, e.g. pre-

gelled disposable, dry-contact or no-contact electrodes (Chi et al., 2010).

The electrodes are further connected to amplifiers. The amplified signal is

transferred to a computer using an analogue-to-digital converter (ADC) with

multiple channels. To avoid measuring noise produced by static electricity of

a subject’s body, the measured signal is a difference of voltages from electrode

measuring brain activity and a reference electrode placed somewhere on head,

where no brain activity can be measured, e.g. earlobe. Voltages of both of these

electrodes are measured relative to a ground electrode placed somewhere on the

subject’s body, e.g. chest. This technique is called common mode rejection. To

allow proper function of this, it is important to keep impedance of electrodes low,

i.e. at values less ten 5 kΩ and up-to 1 kΩ between each other.

The signal is then, according to the Nyquist criterion, recorded at frequency

two times of maximum target frequency and encoded with usually 12 - 16 bits.

The signal is also processed with various filters, mostly, a high-pass filter of 0.5

Hz, a low-pass filter of 50 - 100 Hz and a notch filter at 50 or 60 Hz to reject

system hum. (Luck, 2005; Sanei et al., 2007; Léger et al., 2014)

3.2.6 Electrodes Placement System

Internationally accepted convention of placing and naming electrodes is called

10/20 system. Luck (2005) describes positions of sites in following steps:

The first step in this system is to define an equator, which passes

through the nasion (the depression between the eyes at the top of

the nose, labeled Nz), the inion (the bump at the back of the head,

labeled Iz), and the left and right pre-auricular points (depressions

just anterior to the middle of the pinnae, labeled A1 and A2). A
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longitude line is then drawn between Iz and Nz, and this line is then

divided into equal sections that are each 10% of the length of the line.

Additional latitude lines, concentric with the equator, are then placed

at these 10% points. Most of the electrode sites can then be defined

as points that are some multiple of 10% or 20% along these latitude

lines.

Electrode sites are named by region and distance from the midline. Regions are

abbreviated as Fp - frontal pole, F - frontal, C - central, P - parietal, O - occipital,

T - temporal. Sites on left hemisphere are assigned odd numbers and those on

right have even numbers, those on midline are labeled with z instead of a number.

This system is designed for 21 electrodes, if more electrodes are used, they are

placed between the designated electrodes at equidistance between them. (Luck,

2005; Sanei et al., 2007)

3.2.7 Brain Rhythms

Described electrical extracellular field, which is recorded by EEG is manifested

in brain rhythms, that are further researched and examined. Properties of the

field as waveform amplitude and frequency depends on changes in the activity of

those nearby cells. The activity results in temporally synchronous fluctuations of

potentials in large neuronal aggregates.

Impact of a contribution of a cell diminishes with a distance of a cell from the

field because of interference of other cells and filtering properties of the matter

which serves as a medium. The faster the signal, in means of frequency, the

more attenuated it gets, while a signal with a lower frequency is less attenuated.

Therefore, rhythms with higher frequency are usually of lower amplitude.

The synchrony caused by network oscillations is associated with various brain

states. (Sanei et al., 2007; Buzsáki et al., 2012) Sanei et al. (2007) enumerate five

major ranges of frequencies of brain rhythms:
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• Delta - 0.5 – 4 Hz. Delta waves are primarily associated with deep

sleep, but also present in the waking state. They are similar to artifact

signal generated by muscles, which can be easily mistakenly considered to

be delta waves.

• Theta - 4 – 7.5 Hz. Theta waves originates from the thalamus, which is

illustrated by the similarity of name and appear with an onset of drowsiness.

They are also associated with creative inspiration, deep meditation or access

to unconsciousness. Theta waves seem to be associated with arousal.

• Alpha - 8 – 13 Hz. Alpha waves are usually sinusoidally shaped, but

occasionally negative component is sharp instead of rounded. Based on the

shape, they can be sometimes seen also in the range of beta waves at 20

Hz. It is the most prominent rhythm and covers a great range of activities.

Some of the states that elicit alpha waves are relaxed awareness without any

attention or concentration or closed eyes. On the other side, alpha waves

are reduced by opening the eyes, hearing unfamiliar sound, anxiety, mental

concentration or attention.

• Beta - 14 – 26 Hz. Beta waves are usual for wakefulness and are associated

for example with thinking, active attention, focus or solving of concrete

problems. High-level beta waves may indicate a panic state. Beta activity

mostly occurs at the frontal and central regions.

• Gamma - 30 – 45 Hz. Gama waves are sometimes called upper beta.

Oscillations at gamma frequencies are of low amplitudes are rarely encoun-

tered.
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3.2.8 Evoked Potentials

Even though described oscillations may reflect brain states and brain dynamics at

longer timescales, most computations in the brain happen within tens to hundreds

of milliseconds. These computations result in other waveforms elicited by the

brain. These waveforms are transient and evoked or induced by sensory input

event and happen in physiologically relevant time window after a sensory-based

trigger.

Such waveform is usually regarded as an Evoked Potential (EP) or an Event-

Related Potential (ERP). In these waveforms is also manifested activity of pop-

ulations of neurons. Employing appropriate techniques, this can be used to get

insights on processes and neuronal computations. (Sanei et al., 2007; Buzsáki

et al., 2012; Woodman, 2010; Luck, 2005; Léger et al., 2014)

3.2.9 Signal Extraction

The cognitive processes manifested in ERP are not the only contributors to the

measured signal. The signal of ERP itself is usually smaller than other signal

consisting of random noise resulting from either brain itself or other electrical

aspects, which is not time-locked, nor related to a stimulus. This causes ERP to

be typically hidden and not clearly visible in a single measurement.

To improve the signal-to-noise ratio of an ERP and hence extracting infor-

mative signal from measured data, the data are usually averaged. Averaging is

done over many time-locked epochs of EEG data. It is assumed that the brain

response to a stimulus is the same, every time a stimulus is processed, while noise

is always different. Average of the ERP of interest would be the same as ERP at

every trail, while the average of noise should be a flat line with zero amplitude.

Therefore averaging both ERP and noise should provide clear sight of an ERP

while none of a noise. Woodman (2010) also suggest a simple trick for enhancing
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signal-to-noise ratio, which is to jitter recordings with a stimulus that would be

averaged out.

The signal to noise ratio increases as a function of square root of the numbers

of averaged epochs. This would imply a simple maximizing number of trials to

achieve clear results. However, in practice, it is usually not possible or simple,

due to various human limitations (such as fatigue), resources costs or character of

an experiment. Therefore it is important to find a good compromise on a number

of trials.

Woodman (2010) offers simple rules for participants count. For good measures

of various components, he suggests following numbers of artifact-free trials per

condition: 1000 for C1, because of alpha noise, 300-1000 trials for P1 and N1,

250 for N2pc, 35-60 for P3. Basically, the later the targeted component is, the

fewer trials are required. If it is not possible to achieve such numbers from one

participant, it should be compensated by data averaged from more participants.

On the other hand, Boudewyn et al. (2018) experimented with amounts of tri-

als required to achieve significant results and mentions studies where conclusions

were drawn from 6 - 20 trials. The study is concluded with the statement that in

within-participant design it is more useful to increase the number of trials, while

in between-groups it is better to increase the number of participants, to achieve

greater power.

The averaging technique itself also introduces another problem. Even though

it is assumed, that brain responses with the same ERP to every stimuli presenta-

tion, in reality, each response to each stimulus differs in all ERP characteristics

of interest. This variability is hidden by averaging and the average only reveals

a central tendency of responses. However, this tendency may still reflect changes

of various factors.

To improve studying of certain characteristics of ERP and cognitive processes,

averaging of ERP epochs is time-locked to various events. It can be time-locked
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to any externally observable event. These are usually onset of a stimulus or

behavioral response. Additional averaging techniques are woody-filter and area-

based measures. These techniques mitigate the problem with latency variability

which might reduce effect size. The woody-filter technique estimates latency of

component of interest based on a template of an ERP component. This estimated

peak is then used as the time-locking event of the trial. Area-based measure finds

half of an area under the component of interest and time-lock the trial to this

point. (Luck, 2005; Woodman, 2010; Kappenman et al., 2012; Boudewyn et al.,

2018; Léger et al., 2014)

3.2.10 Noise and Artifacts

With recording informative signal, noise and artifacts are also captured. These

present serious problems with the analysis. Rejecting noise of static electricity of

body and various frequencies was already described. Some of the most problem-

atic artifacts are caused by eye-blinks and eye-movements. Other artifacts can

result from a change in impedance or position of an electrode, incorrect setting

of amplifier gain or muscles and heart activity or residual alpha activity called

“alpha ringing”. (Jung et al., 2001; Luck, 2005; Urigüen et al., 2015; Kaczorowska

et al., 2017)

The simplest technique to deal with eye-blinks artifacts is to reject whole mea-

surements of frontal electrodes or to set a threshold on voltage. If this threshold

is exceeded, it can be assumed, that the signal contains eye-blink artifact. This

brings the issue of finding the correct value for the threshold. Low values will

cause rejecting correct data, while high values will accept unwanted noise. Also

throwing away valuable data is oftentimes unacceptable. Improvement of the

technique is to determine the value of the threshold based on the baseline volt-

age. It is recommended to execute artifact rejection for each subject individually

and blindly, but same or similar criteria should be applied. (Jung et al., 2001;
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Luck, 2005)

A more sophisticated method is to measure electrical signal below the eye (the

channel is usually called VEOG). Physiology of eye determines, that in case of an

eye blink, values measured on VEOG channel will be of opposite polarity than

values at affected regions. (Jung et al., 2001; Luck, 2005)

Luck (2005) recommends asking participants to wear glasses instead of contact

lenses which usually cause a higher amount of eye-blinks. He further suggests

shorter trials sessions.

Eye-Movements. Similar to eye-blinks, eye-movements also causes artifact in

signal because of dipole effects of the eye on a signal. Movement of eyes causes

changes in voltage at sites that the eyes have moved toward. This issue can

be attenuated by the proper set-up of electrodes near eyes (channels marked

as VEOG - vertical or HEOG - horizontal, REOG -radial). Also, since eye-

movements causes a shift of visual information at the retina, it induces also ERP

response, which can not be corrected as an artifact. Generally, eye-movements

presents quite a challenge in obtaining artifact free ERPs with a sufficient signal-

to-noise ratio. (Luck, 2005; Urigüen et al., 2015)

Aforementioned ICA and PCA are oftentimes applied for artifact corrections

and provide good results (Urigüen et al., 2015; Kaczorowska et al., 2017). Urigüen

et al. (2015) provides extensive list of various artifact removal approaches that

were available and used in 2015.

3.2.11 ERP and Cognitive Processes

After data are technically processed, trials averaged and artifacts cleared, it is

possible to extract some meaning and knowledge from the experiment. Thanks to

the almost instantaneous transfer of electrical signal from its origin to the scalp,

it is possible to infer conclusions on stimulus processing from the data. The
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ERPs allow to observe brain processes that begun before stimulus onset and that

lasted after a response was executed. The processes are manifested in peaks and

troughs of a signal relative to a particular event. Basically, measured fluctuations

of voltage represent the treatment of a perceived stimulus by the brain, from its

sensory input, through cognitive processing to behavioral response.

ERP Component. Measured ERP is further analyzed in terms of ERP com-

ponents. It might be tempting to assume, that recorded voltage fluctuations

reveal exact processes. But same as with spatial distributions of dipoles, which

is impossible to define based on voltage distribution on the scalp, also voltage

fluctuations can cover various additions and subtractions from an overall value

at the time. While some consider the underlying partial voltage changes to be

components (e.g. Woodman, 2010), others regard as a component the fluctua-

tions that are often visible in the resulting graph (e.g. Luck, 2005). Based on

historical convention, the voltage is plotted reversed, i.e. with negative polarity

on the upper side.

Luck (2005) defines an ERP component as ”Scalp-recorded neural activity

that is generated in a given neuroanatomical module when a specific computa-

tional operation is performed”. Usually, a component is defined primarily by its

(1) polarity, (2) timing, or latency and (3) topography or general scalp distri-

bution. These components are sensitive to various stimuli or task manipulation.

The ERP components are named by convention. First, single letter denotes po-

larity (P or N) and then the order of latency follows. The naming of components

is not linked to underlying neural activity in any way. (Luck, 2005; Woodman,

2010; Léger et al., 2014)
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3.2.12 Major Visual ERP Components

During years of research, many ERP components were described. Despite equal-

ity of names, components of different modalities are usually not linked together,

especially the earlier ones.Luck (2005) and Woodman (2010) provide a summary

of major ERP components. Since this thesis takes interest in graphical user inter-

faces, attention will be paid only to relevant, i.e. visual and semantic components.

C1. First major visual ERP component is highly sensitive to physical stimulus

properties. It is not labeled with N or P because its polarity varies. It is often

combined with subsequent component, which makes it difficult to examine. C1 is

elicited by primary visual cortex. Its onset is around 40-60 ms and peak 50-100

ms.

P1. Next component has onset on 60-90 ms and peaks at 90 - 130 ms. It is

strongest at lateral occipital sites. The latency of P1 is modulated by stimulus

contrast. At least 30 distinct visual areas are activated within the first 100

ms after stimuli onset. Many of them contribute to C1 and P1 measurings.

Therefore P1 is also modulated by stimulus parameters but also by subject’s

spatial attention and state of arousal.

N1. The component consist of several subcomponents. Earliest of them have a

peak at 100-150 ms at anterior sites. Next two posterior components of parietal

cortex and lateral occipital cortex peaks at 150-200 ms. They are influenced by

spatial attention and appears to reflect discriminative processing.

N170 and VPP. VPP stands for Vertex Positive Potential. This component is

sensitive to stimuli containing faces. The very top site of a head is called vertex.

The VPP can be noted at 150-200 ms. Faces elicit more negative potential at

lateral occipital sites, especially over right hemisphere, with peak approximately
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at 170 ms. It is suggested, that the vertex site is just opposite side of dipole

represented at the occipital sites.

P2 Next wave is distinct and localized at anterior and central scalp sites and is

modulated by target stimuli, especially the infrequent ones. However, the effect

is relevant only for stimuli defined by simple features. At posterior sites, it is

often difficult to distinguish P2 from overlapping N1, N2 and P3 waves. The

component is not well understood.

N2. The N2 is more of a “family” of components or in other words, it covers a

range of components identified in same time range suitable for N2, with a peak

around 225-250 ms. A basic N2 can be deflected by repetitive nontarget stimuli.

Deviant stimuli elicit larger amplitude in the range. N2 components are affected

in experiments with an array of identical and one deviant item. Response at

bilateral anterior sites is elicited if a deviant item is present, even if it is not

a target. Later, if the deviant item is a target or resembles it, two posterior

responses are elicited. First is a bilateral posterior response marked as N2b,

which is also modulated by a probability of occurrence of a target. Second is

posterior contralateral response called N2pc which is not probability sensitive.

An N2pc, but with more parietal distribution, is observed also during visual

working memory tasks.

P3. Despite extensive research of time range of P3, not much is known about

underlying processes. It was proposed, that P3 is somehow related to “context

updating”, but even this term is not sufficiently described or explained. What

is known about the wave is, that its amplitude is larger when preceded by more

distractors. The amplitude is also increased by a participant’s effort devoted to

a task, which might reflect resource allocation. On the other side, if the subject

is uncertain whether a stimulus was a target, the amplitude is smaller. Luck
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(2005) concludes, that P3 can be generated only after a stimulus has been cate-

gorized (in terms of an experiment). Anything that postpones categorization of

stimulus delay the P3 wave. This logical conclusion has been confirmed by many

studies. The P3 is also proved to be unrelated to post-categorization processes

as response selection. It can be therefore used to determine whether experimen-

tal manipulation influence categorization or response selection to a stimulus by

subject.

Language-Related Components and Others. Other described components,

that might be interesting, are related to language, meaning and semantic process-

ing. N400 is a wave with negative polarity, strongest at central and parietal sites,

slightly stronger over the right hemisphere. This component is sensitive to seman-

tic expectancies. If an incongruent word appears, N400 has a larger amplitude.

However, the same effect occurs with non-word stimuli that are meaningful, e.g.

line-drawings.

Syntactic violations elicit a P600 component, but also negativity at 300-500

ms at left frontal sites. Same negativity is observed and modulated by open

vs. closed questions. Further N280 at left anterior sites is elicited for function

words and N400 for content words. Woodman (2010) mentions also SPCN - sus-

tained posterior contralateral negativity and CDA - contralateral delayed activity

associated with maintenance in visual working memory.

3.3 EFRP - Eye-Fixation Related Potential

Hutzler et al. (2007) consider determining of onset of stimuli relevant to researched

cognitive process, to be critical for recording electrophysiological correlates. Cur-

rent practice is based on an implicit assumption that studied cognitive process

cannot start sooner than relevant stimulus is presented and hence synchroniza-

tion is based on an external event of presenting stimuli to a participant. Yet, this
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approach limits ecological validity and does not allow to study reaction to what is

attended (Hutzler et al., 2007; Léger et al., 2014). On the other side, the focus of

attention on display is indicated by gaze and eye movements, which can be used

for more valid methods (Goldberg et al., 1999). Eye-tracking provides insights

into some cognitive processes, mainly the overt ones, but certainly doesn’t reveal

covert neural processes (Blair et al., 2009).

Baccino (2011) imply that method of measuring ERP complements method

of eye-tracking. The term EFRP was introduced in 1995 and represents time-

locking of EEG signal, instead of stimulus onset, to the offset of an eye-saccade,

which is determined using an eye-tracking. This methods overcome presented

shortcomings of standard ERP technique and can be applied in a more complex

visual pattern, such as a whole displayed sentence, allowing assessing exact time

of starting of a cognitive processing of certain visual information. Moreover, this

allows for processing of stimuli at natural pace of participant, while remaining

externally observable. (Hutzler et al., 2007; Léger et al., 2014; Baccino, 2011)

The technique of EFRP is similar to ERP in the fact, that they are obtained

by averaging the EEG epochs time-locked to an event. The most notable dif-

ference is, that the epochs are shorter than those in ERP (Baccino, 2011). The

advantage is natural context, without artificial restrictions. This allows studying

effects, which with standard ERP cannot occur, or studying fixations themselves.

Studies can be aimed at word-recognition, reading, scene perception, visual search

or object identification (Rämä et al., 2010; Kaunitz et al., 2014). Numerous

studies are devoted to researching reading using an EFRP (e.g. Frey et al., 2013;

Baccino, 2011; Sereno et al., 2003; Dimigen et al., 2011). In their study, Sereno

et al. (2003) inform, that N400 component can begin even at 200 ms and that

processing speed of ”visual system is more rapid than traditionally assumed” and

begins in frontal cortex 80 ms post-stimulus. Some early effects occur 200 ms

post-stimulus, for example, word frequency is indexed by N1 component at 132
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ms (Sereno et al., 2003). Dimigen et al. (2011) also comment on sooner occurrence

of N400 effect, around 250 ms. (Léger et al., 2014)

Current Status of EFRP. A brief search in database SCOPUS for "eye

fixation related potential" OR "fixation event related potentials" OR

"fixation related potentials" yielded 82 results with slightly growing num-

bers of articles over years, which shows that there is some interest in the topic

but the technique is not widely applied. Combining electrophysiology with eye-

tracking is becoming less problematic with advancements of easy-to-use eye-

trackers and can be done more effectively (Hutzler et al., 2007; Sereno et al.,

2003). Moreover, besides widely known EEGLAB (Delorme et al., 2004) and ER-

PLAB (Lopez-Calderon et al., 2014), EYE-EEG toolbox (Dimigen et al., 2011),

which allows combining eye-tracker and EEG data, is available which can be used

for this kind of experiments.

Lambda - Prominent Component of EFRP. At approximately 80-100 ms

of saccade offset, a component called lambda response can be observed. The com-

ponent is positive deflection at occipital sites. The lambda response is thought

to consist of many neural components associated with a saccade and reflects af-

ferent input of information to the visual cortex. It is modulated by properties

of visual stimulus or attention but also by saccade magnitude. However, some

studies inform that lambda response is affected by top-down processes and can

index visual information processing and working memory load and/or allocation

of attention. It can be even significantly attenuated by auditory working mem-

ory load. The lambda response is not yet understood well-enough and requires

further attention. (Baccino, 2011; Ries et al., 2018)

Validity. Hutzler et al. (2007) tested validity of EFRP by testing an old/new

effect. They compared the standard ERP technique with displaying single words
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over time with displaying the whole sentence at once and monitoring fixations

at particular words. ERP waveforms were calculated only after seeing the last

word. Segments of EEG data from -100 ms to 600 ms relative to fixation onsets

were extracted for analysis. Their finding was, that the effect was with FERP

reliable at relevant scalp regions even on regions with the smallest magnitude of

the effect. Therefore, Hutzler et al. (2007), based on observation of the same

effect with EFRP as with ERP, concluded validity of the EFRP approach, but

do not consider it to be a substitute of the ERP approach. Even more interesting

result present in the research is visible in graphs in the study. It is notable, that

differences in waveforms appear approximately 50 ms - 200 ms sooner with EFRP

than with ERP according to scalp location, but authors do not comment on the

significance of these differences.

Limitations of EFRP. Researchers mention challenges and problems arising

from this approach. Baccino (2011) enumerates some of challenges besides stan-

dard EEG artifacts. The most apparent one is overlapping of cognitive processes

between successive saccades. While various effects are with ERP apparent around

300-600 ms, fixation with reading lasts only for cca. 200-300 ms. There are at-

tempts to mitigate these problems using various algorithmic techniques (e.g. AD-

JAR - Adjacent Response Technique) which were originally used for experiments

with a short inter-stimulus interval. Also, PCA and ICA techniques are often

employed. Other techniques try to overcome the two-way data approach of the

PCA and ICA. Such a multi-way technique is, for example, PARAFAC - Parallel

Factor Analysis.

Baccino (2011) and Hutzler et al. (2007) also mention issue of artifacts gen-

erated by saccades and microsaccades which is inevitable. Some speculations

consider microsaccades to be a source of an artifacts at gamma range. However,

they are not specific to EFRP, since they are also present at ERP experiments.
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To address saccades, Ries et al. (2018) mentions an algorithm by M. Plöchl,

J.P. Ossandon and P. König from 2012, which objectively rejects independent

components of the signal based on data from eye-tracker. Moreover, in his re-

search Ries et al. (2018) attempt to correct EEG signal by removing artifacts

from saccades and attached graphs show that artifacts are present only for -75

to 50 ms around fixation onset. Therefore saccades should not be considered an

issue with studying cognition time-locked to fixation onset. On contrary EFRP

can be considered as a way to avoid data corruption by saccade artifacts.

3.4 Relevant Studies and Research

Previously conducted research, studies and experiments provide some ground for

the method proposed by the thesis.

Intelligent Onboarding. Gilbert et al. (2009) describe one of implementation

of a tutoring system with enhancements so that it behaves intelligently. The

system is built on top of a third-party application that should be explained to a

new user. The “intelligence” means, that the tutor not only bluntly pops-up at

a specified time but recognizes a situation and behaves accordingly. It involves

a cognitive model of working of explained application, so it can guide the user

through learning more relevantly and according to user’s individual characteris-

tics. The guidance involves suggestions on next actions with explanations. Also

in case of incorrect action or possibly dangerous or unwanted action, it can warn

a possibly confused user. Such a system allows “learning by doing”. The author

states that such tutorial system “reduced the time to complete a training task by

an average of 14% and reduced user frustration”. However, it is not certain that

user completing the task understands how should be the application controlled

and used.
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Learnability Evaluation Using EEG. An experiment by Stickel et al. from

2007 researched possibility to asses learnability by electroencephalography. They

based the assessment on alpha dominance and beta/gamma (frequency band 25-

40 Hz) dominance. A software was considered learnable when alpha dominance

was present, while poor learnability was stated when beta/gamma dominated.

Based on this assumption they tried to distinguish good learners from poor learn-

ers. However, the effect was not confirmed. Drawbacks of this experiment were

small sample size and low quality of stimuli.

Memorization Prediction by a Negativity. Using ERP technique, Fukuda

et al. (2015) found neurophysiological correlate of one of mechanisms employed

during memory encoding. They found out that during encoding of items that

were later recognized, ERP wave showed greater positivity than with those where

participants were not sure whether they have seen them. This correlate was then

used to determine the probability that an item will be recognized.

This method was validated by allowing to restudy half of the items that were

predicted to be not remembered. Restudying half of items predicted as poorly

studied dramatically enhanced efficacy of learning against poorly studied items

that were not re-studied. Fukuda et al. (2015) ordered studied items by frontal

positivity and lowest 40% were marked as poorly studied. This makes possible

to forecast memory in real-time.

Object Identification. Rämä et al. (2010) employed EFRP technique to study

object identification. They let participants differentiate between real and chimeri-

cal objects on simple line drawings. These two categories did not cause significant

changes in results.

Instead, the authors focused on the comparison of fixations categorized by

order. They compared first, last and for more than two fixations on an image
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also second fixation (average numbers of fixations was 3,33). Their analysis was

focused on the first 150 ms of fixations, considering medians of fixations durations

(1st - 166, 2nd - 271, 3rd - 385 ms).

They observed a large difference in first vs. following fixations in frontal sites.

However, this was probably caused only by artifacts, as an amplitude of first

fixations was approximately five times larger than other fixations. Rämä et al.

(2010) also observed a significant difference of P1 latency for first compared to

the last fixation at posterior and occipital sites. These two sites also elicited more

positivity for P1 and N1 components when comparing first to the last fixation.

Unfortunately, the study focused only on low-level sensory processing, while

later components of at least the longer saccades might have provides interesting

results.

Visual Search. In their experiment from 2014, Kaunitz et al. compared EFRP

and ERP settings. They employed visual oddball paradigm for ERP and free-

viewing visual search task for EFRP. The task was to find a target face in scene

crowded with distractor faces. Before the experiment, participants were trained

to avoid short fixation. This could lower ecological validity, but not significantly.

Results of experiments show, that known cognitive EEG signatures are present

also in EFRP setting. Direct comparison of ERPs and EFRPs show differences

in latency and topography. The neural response showed the difference between

target and distractor after 250 ms in free-viewing, same as in oddball condition.

The differences between ERP and EFRP was that P1 occurred 20 ms sooner.

The maximum of P3 component at centro-parietal sites was for EFRP at 372 ms,

while for ERP its maximum was at 440 ms.

Effect of saccade amplitude on P1 amplitude was also investigated, same as

in the previous study (Rämä et al., 2010). Result confirmed the same conclusion,

i.e. that longer saccades cause the larger amplitude of the P1 component. The
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effect can be seen even when the difference of saccade amplitudes is one visual

degree.

A further contribution of the study was also a demonstration of the possibility

to classify target vs. non-target stimuli (faces) based on a single trial. Results of

classifier were above significantly above chance for 11 out of 12 subjects for clas-

sification based on EFRP and 10 out of 10 for ERPs. Centro-parietal component

at around 450ms was the largest contribution to the classifier.

More Ecologically Valid and Extensive Visual Search. Devillez et al.

(2015) executed extensive analysis of data from visual search and free explo-

ration tasks. Stimuli were real-life scenes, such as buildings or interiors. They

experimented with two types of tasks - visual search (VS) and free exploration

(FE), with three experimental conditions. The first condition was to search for

an item in a scene, which was present. The second was the same except the

target was not present and the third was just to freely explore the scene. They

were interested in fixations on a target. If a target was missing, they examined

fixations on a most salient item in the scene.

In three analyses they:

1. compared the first fixation of interest for the three conditions

2. for VS task with target compared (1) fixations on target, (2) fixations on

a salient object as control, (3) next fixation after a target was fixated, (4)

first fixation outside of region containing a target and (5) first re-fixation

of a target.

3. used same control as in 2nd analysis and compared five fixations around a

target (-2nd, -1st, target, 1st, 2nd)

The study was focused on later ERP components. Contrary to the previous

study (Kaunitz et al., 2014) they did not manipulate fixation duration by instruc-
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tions. Rather, they included in the analysis only fixations with duration around

250 ms.

The analyses showed the significantly larger amplitude of P300 potential at

centroparietal electrodes for fixation on target compared to control. This P300

response was not present for fixations outside of target, confirming, that it is a

consequence of finding the target. After the target was refixated, similar P300,

but with lower amplitude, was elicited. This also confirms the effect of a target

on P300 and shows overlapping of components across consecutive fixations. The

smaller amplitude can be caused by habituation.

Besides conclusions of authors, some remarks can be stated about the research.

A relatively low number of epochs was used. In each analysis, for each of 34

participants, they averaged roughly 10 - 30 epochs. This suggests a relatively low

number of required epochs to obtain valuable results in free viewing task. Target

was fixated 2,56 (±0,09) times, which is similar finding to an aforementioned

study (Rämä et al., 2010). Lastly, it seems that the lambda response is masking

the effect of target identification manifested in P300. This can be best seen

on topographic maps of consecutive fixations, where first moments of ERP are

similar to control condition, but later, a clear overlap of P300 can be seen, as was

also mentioned by authors.

ERP of Visual Incongruity Proverbio et al. (Proverbio et al., 2009) exper-

imented with visual incongruity. Control group of stimuli was images of mean-

ingful human actions (e.g. “ young woman driving car, mature man praying

in a pew, a 10-year-old girl practicing her flute”). The second group of stim-

uli pictured unexpected human behavior without any understandable goal (e.g.

“businesswoman balancing on one foot in a desert, a young man playing cello

with a saw, woman cutting bread with a saw in kitchen, man splashing face with

pebbles”).
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Participants were “distracted” by a task to distinguish pictures of a natural

scene with no person present from pictures with a person present. The result

was a significant effect of meaningfulness over parieto-occipital cortex beginning

at 170 ms and peaking at 250 ms, and over fronto-cetral region at about 400 ms.

This confirms that component N400 is not sensitive only to language semantics,

but also to visually processed information.

Software Interfaces Fixation Durations. Goldberg et al. (1999) measured

fixation duration in their experiment. The average duration of fixations was 411

ms for ”good interfaces” and 391 ms for ”poor interfaces”, both with a standard

deviation of 144. The difference is not significant despite statement mentioned in

their work, that ”more difficult processing produced longer fixation durations”.

This result suggests that measuring only fixation duration is not informative,

but more importantly, that approximately half of the fixations could be used to

analyze P300 and N400 components of ERP.

Interestingly, he excluded fixations shorter than 100 ms because of assump-

tion, that information encoding occurs after the 100 ms. This is in line with P1

or lambda components latencies. In the article, is also mentioned another study

concluding, that ”higher display densities produced 50 - 100 ms longer fixation

durations than lower density displays”, which is relevant to complicated software

interfaces

Employing EFRP in Context of Information Systems Use. Léger et al.

(2014) experimented with EFRP technique in a multiple stimuli context of an

information system use. Experimental tasks were set in a situation of reading

industry report. During reading e-mail notifications poped-up on screen. The

task was to decide on a relevancy of notification to the topic of the report by

opening or closing the pop-up window. If participant considered the notification
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relevant and chose to open the e-mail, he should have read the e-mail.

Results of experiment unsurprisingly confirmed component P300 over midline

parietal area - only Pz site, after notification was displayed. The onset of fixation

on the notification, which lasted at least for 400 ms elicited clear N400 com-

ponent also over midline parietal site and also significant positivity over frontal

sites F3 and F7, which was interpreted as evidence for language-related cognitive

processes. Components related to motor planning processes were also observed in

association with computer mouse use. Subsequent analysis confirmed the validity

and effectiveness of the EFRP method over ERP, as by ERP it was not possible

to find any significant evidence for ERP components related to stimuli.

3.5 Summary of Current State

Presented studies show that designing software to be accepted for use by a target

audience is not a simple task and can be addressed from multiple points of view.

The most recent approach, aiming at user experience, is intertwined with the

field of human-computer interaction and other disciplines, mostly psychology.

This approach makes use of plenty of methods for evaluating general usability,

learnability and acceptance, which leads to enhancing them. Many ideas are

currently available for improving learnability and helping with the transition from

novice user.

Despite, that methods are widely and successfully used in practice of UX, new

methods are always required (Alexandre et al., 2018). They should either ease-up

evaluation of interfaces or provide new or better insights and understandings of

users views. Current technology allows examining of human behavior and reac-

tions with high accuracy, provide information that it is not possible to verbalize

or are not even available to participants and thus provide great support for new

methods.

While eye-tracking is becoming more applied in the field of human-computer
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interaction, electroencephalography is not a widely used technique for assessing

user experience. Also, they both have some drawbacks. To overcome them it is

possible to fuse the two techniques. The EEG provides insight on cognitive pro-

cesses, whilst eye-tracking provides information on the focus of a user’s attention.

Such fusion could provide a method for obtaining insights on human-computer

interaction, that was not possible to obtain yet.

It was shown, that research on such combination has already been conducted

and brought the result of eye-fixation related potential. However, possible or

practical applications in the field of HCI is still missing. To conclude, a relevant

question is “how can current knowledge and technological possibilities help solve

problems of software learnability and acceptability?”

The following section will provide a proposal on methods that can solve this

issue.
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4 Proposal of an Experimental Method

The main goal of this thesis is to propose a new experimental paradigm. This

paradigm would utilize current knowledge of research methods of eye-tracking,

event-related potentials and eye-fixation related potentials, described before, to

the field of human-computer interaction.

Usage of these methods could provide new findings about mechanisms involved

in information processing of brain during work with a software interface. New

findings might be applied to design better interfaces, namely allowing better

learnability and acceptance of software products. This lowers magnitude of issues

described in the first part of the thesis. It mostly addresses issues of objectivity

and costs of evaluation.

Questions that this proposal should answer are:

Q1: How to discern elements of a user interface that user does not understand?

Q2: How to compare methods of explaining interface to a new user?

Control Element - Basic Block of an Interface.

Software interfaces consist of information relevant to user’s real-world tasks and

control elements, that could be used to input or manipulate the information. A

control element is usually enclosed in a rectangular area. It often consists of a

unique graphical representation.

Graphics of the area is adjusted to provide information on how to use the

element and interact with it. An element can contain an icon - pictogram con-

veying the meaning of the element, and possibly also short textual information

describing the meaning and consequences of usage. All of these parts are optional.

Purpose of such element is to allow a user to perform some action in the

software and the goal of the overall graphical representation is to provide the
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user with complete information on what would be the consequences of the action.

Examples of three such control elements can be seen in Figure 1.

Figure 1: Examples of three control elements

A cornerstone of following proposed paradigms are control elements of a graph-

ical software interface that user understands and knows what is their purpose and

how they are used, or how do they work. Opposite to such elements would be

those control elements, that does not imply understandable usage for a user. The

user would not be able to infer purpose or consequences of usage of such elements

and therefore those are not clear to the user. It is reasonable to expect, that

elements recognized by the user and familiar to him, will activate different areas

at a different time or with different power, than those that user sees for the first

time or have troubles to understand. (Kaunitz et al., 2014; Devillez et al., 2015;

Proverbio et al., 2009)

Event to which is ERP time-locked is in case of EFRP fixation onset or offset

(Hutzler et al., 2007; Baccino, 2011; Léger et al., 2014). In this experiment, the

event would be based on gaze on a graphical computer display with a software

interface. Examined fixations are those with an offset in Area of Interest - an area
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of the screen where one of the examined control elements is laid (Schall et al.,

2014; Pernice et al., n.d.). Epochs can be filtered based on fixation duration,

dismissing fixations shorter than 100ms (Goldberg et al., 1999) or more (Devillez

et al., 2015; Léger et al., 2014) to improve data reliability. This value can and

should be modified according to real measured data in the phase of analysis.

However, Blair et al. (2009) argue that ”shifts of overt attention are not necessary

for shifts of covert attention, shifts of covert attention are necessary for shifts of

overt attention.” This suggests, that change of fixation will not occur sooner, than

covert stimulus is processed. Also, EEG signal coupled with fixations on control

elements that were used immediately after fixation should be processed separately

since the P300 component is modulated by relevance to task (Frey et al., 2013;

Léger et al., 2014).

A user interface of a popular e-mail service contains approximately 25 - 30

unique graphical control elements. An academic information system contains ap-

proximately the same number of elements but extensively reused, which means

that context can modulate usage and therefore understanding of element. A

number of elements in another academic information system can be roughly es-

timated to 100 because of a different design approach, where elements are not

reused and designed more specifically for each use-case. These numbers were ob-

tained by brief examinations of user interfaces. These systems are designed to be

as simple as possible. Although, in complex information systems, for example,

an internal information system of a company, control elements are counted in

hundreds2. With a growing complexity of software and its interface usually also

grows a number of control elements. And those are usually systems that would

benefit of proposed methods most.

For maximizing ecological validity of measurements, experiments should be

conducted in the setting of the standard usability test, which is currently con-
2Based on internal data of company with focus on user onboarding.
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sidered as a suitable and valid method of testing of user interfaces (Bargas-Avila

et al., 2011; Rubin et al., 2008). It is important to set the usability test and tasks

in a most real context and with minimum intrusion of a moderator as possible

(Alexandre et al., 2018). The difference against the standard is that EEG would

be employed and think-aloud would not be demanded, but suppressed or even

forbidden, to minimize speech artifacts (Kaczorowska et al., 2017; Luck, 2005;

Hertzum et al., 2009). That means, that participant would be instructed to ac-

complish various tasks, which would force the user to look and therefore fixate

on various elements of the interface. Tasks should be designed to maximize the

amount of tested component that are to be used in order to finish the task. This

would provide more analyzable stimuli. A participant can be instructed to slow

down his interaction to provide for longer fixations (Kaunitz et al., 2014) which

could, however lower ecological validity (Devillez et al., 2015).

4.1 Discerning Clear and Unclear Elements

The first paradigm, offering an answer to Q1, is aimed at individual control

elements. Using the elements as experimental stimuli, the two groups of elements

- clear and unclear, should produce different EFRP waveform and it should be

possible to find indexes of understanding of element (Rämä et al., 2010; Fukuda

et al., 2015; Kaunitz et al., 2014; Proverbio et al., 2009). This leads to the first

hypothesis.

H1: Understood, resp. clear elements of an interface produce different EFRP

waveforms than unclear ones.

Individual stimuli would be assigned to two groups of clear and unclear el-

ements based on a questionnaire filled out by each participant at the end of a

session (Tullis et al., 2010; Kuniavsky et al., 2012; Fukuda et al., 2015). Each of

element suitable for EFRP analysis would be displayed with a question about a
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purpose of the element with one correct answer, one or more incorrect answers

and one “don’t know” answer. Those with correct answer selected would be as-

signed to a group of clear - understood elements and all others to a group of

unclear - not understood elements. Example of a question in such questionnaire

can be seen in Figure 2.

Figure 2: Examples of element in questionnaire for assigning element to one of two

groups - understood or not understood elements.

To summarize, according to the first paradigm, the experiment should begin

with standard usability test of a system. Free examination of the interface should

be encouraged and also the scenario of the usability test should allow for that.

After the usability test, the participant would fill out the questionnaire about

elements automatically selected based on eye-fixations during the usability test.

This procedure should provide all needed data from one participant and should

be repeated with numerous participants to obtain significant results.

Dataset obtained from the experiment is described as recordings of EEG data

to be averaged and time-locked according to fixation and divided into two groups

as understood and not understood. For more complex interfaces number of stimuli

would be in hundreds per participant, with N/2 stimuli per group (gross estima-

tion). For more simple interfaces, the experiment would require between-group

grand-average which would enhance the signal-to-noise ratio. (Woodman, 2010;

Luck, 2005; Boudewyn et al., 2018)
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Beside assigning elements to the two groups, further factors might modulate

ERP components. An analysis should be also separately devoted to elements

that were used during the interaction, i.e. user considered them relevant to the

executed task since this can modulate P300 component (Luck, 2005). Compo-

nents can be modulated also because of numerous element refixations, as the first

sight of an element should cause different activations than the last one. Baccino

(2011) states that second-pass over are of interest is because of reprocessing or

verification. Next factor in the analysis should, therefore, be an order of a fix-

ation. Fixations should be grouped as (1) first fixations, (2) second to next to

last fixations and (3) last fixations (Devillez et al., 2015). EEG epochs should be

therefore grouped according to these factors:

1. element understood,

2. fixation order,

3. element used.

It is expected that seeing elements that are clear and understood will produce

different EFRP waveforms than those that are not clear or not understood. A

difference should be visible mostly at later components that account for cognition

and semantics, i.e. P300 and N400. However, these components could be visible

sooner than they usually are (i.e. 300-500 ms) because of different mechanisms

employed with free-viewing tasks. Understood elements should elicit the com-

ponents with smaller latency and lower amplitude compared to not understood

elements. The most significant difference should be visible at frontal and centro-

parietal sites. Laterality of components is difficult to determine since control

elements are processed as images but also by semantic meaning. (Fukuda et al.,

2015; Kaunitz et al., 2014; Devillez et al., 2015; Proverbio et al., 2009; Hutzler

et al., 2007)
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Similar to the research of Fukuda et al. (2015) where they in real-time dis-

criminated well-studied and poorly-studied stimuli, it could be possible to detect

understood and not understood elements. Such discrimination strongly depends

on discovered indexes by the experiment. Besides simple technique described by

Fukuda et al. (2015), advances in single-trial ERP analysis can also provide meth-

ods for more accurate discrimination of elements. This expectation is supported

also by Kaunitz et al. (2014). Obtaining of such technique would allow finding

elements of a user interface that are to be redesigned or at least explained in an

onboarding phase.

4.2 Comparing Learnability of Software

To address the second postulated question (Q2) postulated, a paradigm is focused

on the entire application. However, basic blocks of evaluation are still controlled

elements. According to UX paradigm, it is important to address whole application

in real context of use with real task for holistic approach and also for maximizing

ecological validity (Alexandre et al., 2018; Grossman et al., 2009; Hassenzahl

et al., 2006; Rubin et al., 2008). The main idea is, that when user is new to

application and its user interface, control element of it would elicit differently

modulated ERP components than when the user is familiar with the environment.

This leads to a hypothesis that:

H2: Control elements in an interface that user is familiar with, will produce dif-

ferent EFRP waveform than those in the interface that user is unsure how

to use.

Experimental group would consist of (G1 - new) users that work with software

for the first time and (G2 - proficient) users that are familiar with the software

(e.g. use it on daily basis). Same as with previous experimental paradigm, users

would execute tasks in a standard usability test. The tasks should be different
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than those executed daily by proficient users to allow for novelty even for the

G2 group, which would suppress routine and habitual usage and allow for longer

fixations and also require more deliberation.

To obtain EFRP waveform, measured EEG signal would be time-locked and

averaged according to each fixation on any control element for each user. Further,

the waveforms can be grand-averaged over an experimental group to enhance

results validity. Besides factor of a new vs. proficient user, epochs should be

sorted to groups according to the next two factors (1) element used and (2)

fixation order, similar as in the previous paradigm.

Modulations of ERP components should be similar as in the previous paradigm

since same cognitive processes, factors and mechanisms are involved. This means

that amplitude and latency should be lower for P300 and N400 components at

frontal and centro-parietal sites.

To only differentiate proficient from new ones using electrophysiology does not

provide much of value (Alexandre et al., 2018). However, obtained differences in

measurements could serve as indexes of proficiency and standardized scales can

be created based on the results of such exploratory experiments. These indexes

could be used to determine the best way to achieve proficiency of a user.

A new - onboarded user, which had not been in a contact with the software

yet, should undergo an onboarding phase to learn how to work with the software.

This onboarding phase can implement any methods, practices and techniques of

choice of a software designer (Alexandre et al., 2018). Well-designed onboarding

phase is effective and influencing and user really becomes more proficient with

the software. It is reasonable to expect, that when user undergoes well-designed

onboarding phase, then indexes identified in the previous step of the experiment

should be more similar to users of G2 - proficient, than to G1 - new.

The method would be most useful when comparing two or more designs of

onboarding processes. To do so 2+N experimental groups will be required, where
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N is a number of various designs. Each participant should be subject at same

usability test. As was described, G1 - new and G2 - proficient should only

undergo usability test, to obtain actual indexes for the software. Participants of

further groups Gn - onboarding n should first go through an onboarding phase

and then execute usability test, where EEG would be recorded. The similarity of

indexes from grand-averaged EFRP of distinct groups would determine the most

effective design.

To avoid bias by a moderator and to achieve ecological validity, a moderator

should not intervene during the session. This allows for conducting multiple

sessions together. After the sessions are conducted, the data can be processed

automatically. Hence, there is no need to replay sessions. The automatized

analysis would, in the end, provide a list of control elements sorted by a rating of

understanding. An analysis of the second, complementary method would provide

information which condition - onboarding designs yield a better understanding

of a software.

4.3 Concluding Remarks

Presented methods allow obtaining insights from usability tests which are cur-

rently difficult to gather. Besides that, the methods provide higher objectivity in

evaluating the findings of usability tests. The third advantage is a possibility to

obtain the insights by an automatic evaluation of the usability testings without

a need for replaying individual sessions.

Since these are only proposals for experimental assessment methods, it is

mandatory to validate them. To prove them useful it is required to find a minimal

number of participants per group. This is subject to statistical analysis of data

measured in eventual real experiments. The experiments should reveal the size of

the effect of understood vs. not understood elements and users’ proficiency with

software on ERPs.
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However, based on presented similar experiments, it is possible that around

20 usability testing sessions could be enough to decide which elements of an

interface are understandable. To decide which design of onboarding phase is

more effective up to 10 automatically evaluated sessions per condition could be

enough to determine statistically significant results. (Boudewyn et al., 2018;

Devillez et al., 2015)

Such a method could in case of widely used complex industrial applications,

significantly lower personnel training costs. In the case of applications designated

to wide public usage, this could mean the possibility to find the best way to

improve the software acceptance.
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5 Conclusion

The thesis researched reasons and determinants of acceptance of a software for

use. Onboarding as an important part of an interaction between human and

computer system was identified. Techniques and methodologies for achieving

higher accepting and improving onboarding were introduced. Described was also

the current practice of studying human-computer interaction with an emphasis

on the holistic view of a tool as is recommended by a modern approach of user

experience. The practice, however, contains some difficulties and deficiencies,

which were identified.

The thesis further recognizes techniques of eye-tracking, electroencephalogra-

phy. Their combination as a suitable basis for enrichment of currently utilized

techniques is recognized. Fuse of methods of areas of interests (AOI) for eye-

tracking and event related potentials (ERP) together brings eye-fixation related

potential (EFRP) which can be essence for various new methods for field of HCI.

Two of such methods is proposed in the second section of the thesis. This

section explains the principles of the methods. Advantages and possible usage of

methods are explained. The methods are based on an evaluation of individual

control elements of graphical user interfaces. A way to discern elements that are

understood from those that are not clear to a user is provided. Also, methods de-

scribe possibility to objectively compare designs of onboardings in order improve

accepting of a software. This can lead to reduced costs of evaluation and higher

acceptance rate.

The methods were not validated and confirmed yet. Henceforth, the direction

of research is to validate the methods and apply them to standard practice. The

presented methods are a demonstration of the usage of current technical possibil-

ities. It is believed, that many more methods could emerge from the promising

technique of eye-fixation related potentials.

61



5.1 Interdisciplinary Character

As was stated in the work, it is necessary to involve various disciplines. Basic

nature of studying human-computer interaction requires multiple disciplines as

it is a combination of studying human behavior and principles of information

technology and information architecture. A user experience approach itself, which

is sometimes considered a separate field, but for sure close to the field of HCI, is

based on principles of many fields such as psychology, art or design. Further, the

involved psychology is not only users’ psychology, but also cognitive psychology.

Eye-trackers, originating from psychological research are now commonly ap-

plied in the fields. Further, electroencephalography is mostly medical device but

allows studying neurology, psychology, cognition. And the technique itself re-

quires some knowledge of the discipline of electrical engineering.

The ideas in the thesis are a synthesis of many small pieces of various fields.

The borders of fields which provided knowledge for the ideas are often nebulous,

but the fields can be clearly identified. The thesis attempts to apply theoretical

findings and knowledge of all the fields into practical usage.
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