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ABSTRACT 

The pandemic of COVID – 19 is still shaping the world in many ways, one of which 

is the huge spread of fake news about the virus and the vaccination against it. From 

psychological research, we know mainly two potentially efficient interventions to reduce 

people’s susceptibility to fake news and conspiracy theories – priming critical thinking and 

detailed inoculation. This diploma thesis aimed to verify the efficiency of these two 

interventions among the Slovak population. Participants (N = 352) were split into three 

groups, two experimental groups, and one control group. In the control group participants 

had no intervention, in one of the experimental groups only the intervention priming critical 

thinking, and in the other group both interventions, and then we measured their trust in fake 

news and conspiracy theories about COVID – 19. The participants were asked to fill out 

demographic details, containing questionnaires about their political leaning and their attitude 

toward vaccination in general. Our results showed that neither one of the interventions was 

efficient in reducing people’s susceptibility to fake news. However, our correlational results 

showed in line with previous findings, that reliance on fake news and conspiracy theories is 

strongly connected with a negative attitude toward vaccination and more conservative 

political leaning. The inefficiency of the interventions seems to have occurred mainly due to 

very low overall conspiracy belief among our sample, which highlights the need for further 

research on these interventions on a more representative sample of participants.  

Keywords: fake news, COVID – 19, psychological interventions  

 

 

 



ABSTRAKT 

Pandémia COVID – 19 stále ovplyvňuje svet v mnohých ohľadoch, jedným z nich je 

aj obrovské šírenie falošných správ o víruse a očkovaní proti nemu. Z psychologického 

výskumu poznáme hlavne dve potenciálne účinné intervencie na zníženie náchylnosti ľudí 

na falošné správy a konšpiračné teórie – priming kritického myslenia a inokuláciu 

protiargumentami. Cieľom tejto diplomovej práce bolo overiť účinnosť týchto dvoch 

intervencií na slovenskej populácii. Účastníci (N = 352) boli rozdelení do troch skupín, 

dvoch experimentálnych a jednej kontrolnej. V kontrolnej skupine účastníci nemali žiadnu 

intervenciu, v prvej z experimentálnych skupín len intervenciu priming kritického myslenia 

a v druhej skupine obe intervencie a následne sme merali ich dôveru vo falošné správy a 

konšpiračné teórie o COVID - 19. Účastníci boli požiadaní o vyplnenie demografických 

údajov, ktoré obsahovali aj dotazníky o ich miere politického liberalizmu, ako aj o ich 

postoji k očkovaniu vo všeobecnosti. Naše výsledky ukázali, že ani jedna z intervencií 

nebola účinná pri znižovaní náchylnosti ľudí na falošné správy. Naše korelačné výsledky 

však v súlade s predchádzajúcimi zisteniami ukázali, že dôvera falošným správam a 

konšpiračným teóriám je silne spojená s negatívnym postojom k očkovaniu a nižšou mierou 

politického liberalizmu. Zdá sa, že k neúčinnosti intervencií došlo najmä v dôsledku veľmi 

nízkej celkovej dôvery konšpiračné teórie v našej vzorke, čo poukazuje na potrebu ďalšieho 

výskumu týchto intervencií na reprezentatívnejšej vzorke účastníkov.  

Kľúčové slová: falošné správy, COVID – 19, psychologické intervencie 
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INTRODUCTION 

With the beginning of the internet, people were talking about the start of the era of 

information, where now, when everything is on the internet and at least in developed 

countries almost everyone knows how to use it, we are starting to talk about the era of 

disinformation, or post-truth times. Fake news and conspiracy theories are not some new 

phenomena, they have been here with us for a very long time, always concerning the topics 

that were of interest to people, giving them for example someone to blame for their hard life 

or some simple solution to a global problem.  

The first news about COVID – 19 in December 2019 and early 2020 were 

immediately accompanied by fake news about the virus’s origin, treatments, danger, possible 

vaccines, etc. Many people believed the disinformation about COVID – 19 and therefore did 

not obey the restrictions and guidelines given by governments all over the world, which in 

the end caused many unnecessary deaths caused by the illness. This thesis aimed to verify 

the efficiency of two psychological interventions – priming critical thinking and detailed 

inoculation – to reduce people’s susceptibility to fake news about COVID – 19 and the new 

vaccines against the illness.  
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1 FAKE NEWS DISCERNEMENT 

If we want to fight the spread of fake news and conspiracy theories, we must first 

understand what they are and why are people willing to believe in them. The term fake news 

has many definitions. It can be understood as referring to viral posts, that are based on fake 

accounts made to look like a news report, or as intentionally and verifiably false news articles 

that could mislead readers (Allcott & Gentzkow, 2017; Tandoc et al., 2018). Allcott & 

Gentzkow (2017) explain in their article the two main purposes, that lie behind the creation 

of fake news, financial and ideological. Earlier studies refer to fake news as being news 

parodies, politically oriented satires, and news propaganda. We can look at fake news from 

a wider perspective by differencing between misinformation and disinformation, claiming 

that misinformation is the unintentional sharing of false information, whereas disinformation 

is the intended production and spread of information known to be false (Pennycook & Rand, 

2021). Fake news belong also news satire, news parody, news fabrication, and photo 

manipulation, and it can be used also for advertising and public relations, and propaganda 

(Tandoc et al., 2018). 

 Hoax is in common language often misleadingly used as a synonym for fake news. 

It can be characterized as a form of deliberate dissemination of false information or 

misinformation, the aim of which is to create a sensation to highlight a particular issue or 

otherwise educate the audience, often using elements of humor. The hoax is usually 

explained and set straight after some time (Finneman & Thomas, 2018). 

Another very similar problem related to fake news are conspiracy theories. This 

concept can be defined as conspiracy-based explanations that deal with large-scale, dramatic 

social and political events, for which they do not just describe or explain a supposed 

conspiracy, but uncover it and so expose a shocking, unknown truth about the world, or they 

can point to the existence of alleged plots that carry a dangerous threat (Byford, 2011). 

1.1 Reasoning 

Many scientists studying cognition believe that decision-making and reasoning can 

be best understood by dual-process theories. They suggest that there are two types of 

qualitatively different processes involved: Type 1 processes, which are fast, autonomous, 

intuitive, automatic, and high capacity, and Type 2 processes, slow, deliberate, resource-

demanding, and reflective.  There are multiple explanations of ways how these two systems 

interact, but the main idea remains, and that is that the Type 1 processes bring about a 
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contextualized representation of the problem accompanied by judgments, that can be revised 

in depth by thoughtful, decontextualized Type 2 processes (Evans, 2006; Kahneman, 2003; 

Pennycook et al., 2015; Thompson et al., 2011). The question (that is often pointed out by 

researchers who criticize dual-process theories) is how the two types of processes operate. 

Most dual-process theories’ supporters suggest that Type 2 processes control the outputs of 

Type 1 processes, which clarifies why often Type 2 processes are biased by the Type 1 

processes’ products. Other theories, known as parallel-competitive models, explain that bias 

occurs because of fast Type 1 processes outputting a response before the slower Type 2 

processes can complete. If the two types of processing output conflicting responses, 

additional Type 2 processing can arise (Pennycook et al., 2015). According to parallel-

competitive models, the key for later Type 2 processing is conflict detection. The issue in 

these explanations is that none clarifies important aspects of cognitive architecture. It is 

believed that Type 2 processing is effectively caused by itself. The importance of this lies in 

the utility and explanatory value of dual-process theories, which are thought to depend on 

our understanding of the sources of analytic reasoning (Thompson, 2009). Pennycook et al. 

(2015) are describing a three-stage model of analytic engagement. The first step is called 

initial response generation in which autonomous Type 1 processes bring about intuitive 

responses. If there is no conflict between Type 1 outputs in the second step known as conflict 

monitoring, the initial response acquired in the first step will continue to the third stage where 

it will be accepted by an analytic analysis (Type 2 process). If the conflict is detected, an 

actual Type 2 reasoning will be involved. The second stage is a bottom-up source of analytic 

engagement. In the third stage, in the so-called final response selection/generation, two 

different Type 2 processes can be employed: rationalization or decoupling. In the 

rationalization despite the successful conflict detection, the person engaged in the reasoning 

focuses on verifying the initial response and that may lead to a response that would be 

considered a bias. Cognitive decoupling involves additional processing needed for inhibiting 

and abrogating the intuitive response.  

Ross et al. (2021) are highlighting the role of analytic thinking in distinguishing fake 

from real news. The main function of analytic thinking according to dual-process theories is 

correcting false intuition. In the context of fake news, it means, that engaging the Type 2 

processes supports the dismission of the inaccurate subject and aids individuals distinguish 

between real and fake news. This classical reasoning account explains that people fall for 

fake news when they fail to employ Type 2 processes. Also, the fact that people believe in 
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misleading information relates to its intuitiveness, as it is often highly emotional (Martel et 

al., 2020), shocking, and draws people’s attention. An alternative explanation to classical 

reasoning is motivated reasoning, which involves Type 2 processes. Motivated reasoning 

suggests that people choose to believe only the facts that support their cultural or political 

worldview, and that this selection is aided by the Type 2 processes. Pennycook & Rand 

(2019) did studies where they tested and compared classical and motivated reasoning in the 

context of political fake news. Their results support the classical reasoning account as it 

points out that people who employ more reasoning are more likely to reject false content, 

and consequently not more likely to engage in politically motivated reasoning, that uses 

Type 2 processes.  

1.2 Predictors of belief in fake news and conspiracy theories 

Pennycook & Rand (2021) are distinguishing between two different ways of 

conceptualizing belief in true or false news. One of them focuses on truth discernment, which 

is calculated as belief in false news subtracted from the belief in real news, and this way 

captures the overall accuracy of a person's belief. This ability to distinguish between fake 

news and real ones is called fake news discernment. The other way of conceptualizing belief 

in true or false news is the focus on overall belief. In other words, it is the extent to which 

information is believed, independent of its truthfulness. Batailler et al. (2021) discovered, that 

factors that alter overall belief have no impact on the ability of a person to distinguish true 

from false information and that increasing or decreasing belief in headlines that were true or 

false, did not affect the overall accuracy of the person’s belief (Batailler et al., 2021; 

Pennycook & Rand, 2021). Douglas et al. (2017) suggest that people are more likely to 

believe in conspiracy theories when they promise to satisfy social-psychological motives, 

defined as epistemic, social, or existential. Epistemic motives, which are connected to 

ambition for understanding, accuracy, and subjective certainty, can appear to be satisfied by 

conspiracy theories. One of the examples of this is the conjunction fallacy, which is an error 

of probabilistic reasoning by which people aggravate the likelihood of co-occurrence of 

events. Also, the tendency to accept epistemically unwarranted beliefs, religiosity, and lower 

levels of intelligence are connected to conspiracy beliefs. These are more common among 

people who are seeking patterns and meaning in their environment, which is typical among 

people believing in paranormal and supernatural phenomena, they are also linked to the need 

for cognitive closure, specifically when the cases lack an explanation, and to feelings of 

boredom (Douglas et al., 2019). If people feel like they have lost control and security in their 
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life, which defines the existential motives of belief in conspiracy theories, there is a higher 

risk of becoming a conspiracy theories believer, as these offer the opportunity to reject 

official narratives and allow people to feel that they possess a better account. This agrees 

with the findings that conspiracy beliefs are associated with feelings such as powerlessness, 

existential anxiety, as well as anxious attachment style, and lack of understanding of the 

social world (Douglas et al., 2019). The ambition to keep one’s good image of self or the 

group is characterized as a social motive and conspiracy theories can help with this. Not only 

is the support of conspiracy theories linked with individual narcissism, but also with 

collective narcissism of certain groups individuals belong to (Douglas et al., 2017, 2019).  

Dyrendal et al. (2021) did a study focused on detecting the predictors of belief in 

conspiracy theories on a sample containing over 800 Norwegian students tested in 2016. 

They found that while the basic individual difference predictors of conspiracy beliefs include 

intuitive cognitive style, intentionality bias, anthropomorphism, and schizotypy, the best 

describing ones were created concepts of Conspiracy Mentality – a construct of generalized 

political attitude that strongly predicted belief in specific conspiracy theories, created by 

Bruder et al. (2013) Right-Wing Authoritarianism created by Zakrisson (2005) and Social 

Dominance Orientation created by (Sidanius & Pratto, 1999). Dyrendal et al. (2021) found 

when comparing men and women, for men, the best predictors of belief in conspiracy 

theories were conspiracy mentality and paranormal beliefs, while for women, the best 

predictors were conspiracy mentality and right-wing authoritarianism (Bruder et al., 2013; 

Dyrendal et al., 2021; Sidanius & Pratto, 1999; Zakrisson, 2005). 

 Pennycook & Rand (2021) are naming several factors that are influencing if someone 

falls for fake news or not: political partisanship and ideology, reasoning – delusionality, 

dogmatism, religious fundamentalism, bullshit receptivity, and overclaiming, heuristics – 

mental shortcuts, familiarity, source, social feedback from social media, the evocation of 

emotions. One of the reasons why people seem to believe in fake news is that they are 

believed to be motivated consumers. That means, that they employ “identity-protective 

cognition“ when presented with political opinionated content, which then results in them 

overly believing information consistent with their ideology and to skeptical about 

information inconsistent with their worldview. Another theory suggests that people put the 

loyalty to not only political ideologies above facts, and therefore fail to in falsehood 

discernment and rather believe in information, that is consistent with the ideology they trust 

(van Bavel & Pereira, 2018). These statements suggest, that political ideology has a 
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dominant influence on people’s belief in fake news. A larger overall belief in politically 

coherent news does not automatically mean that the reasoning is politically motivated.  

Pennycook & Rand (2021) on the other hand point out that the effect of political concordance 

is typically much smaller than the effect of the news’s actual veracity, as the true but 

politically disconcordant news is typically believed much more than false but politically 

concordant news.  

Fake news is spreading very fast mostly thanks to social media. This brings us to another 

problem and that is sharing fake news. Pennycook & Rand (2019) found out, that when 

participants were asked, which headlines were accurate, they rated the true headlines as 

much more correct than the false ones. Interestingly, when the participants were asked if 

they would share the headlines, their accuracy had little impact on sharing intentions. 

Another study found that regardless of the participant’s attitude towards the topic of the 

headlines, a more positive attitude toward social media, leads to more trust, and a higher 

tendency to like, and share posts based on both real and fake news (Lutzke et al., 2019; 

Pennycook & Rand, 2019). 

1.3 COVID – 19 conspiracy theories and attitudes toward vaccination 

Conspiracy theories about COVID – 19 arose immediately after the first news and 

information were shared about the disease. The belief in these coronavirus-related 

conspiracy theories negatively affected people’s compliance with the restriction and 

guidelines that were introduced by the governments around the globe to protect their citizens 

from the spread of the coronavirus, as it is a highly infectious and causes serious health 

problems, in many cases death (Allington et al., 2021), as well as with prejudice and negative 

attitudes toward vaccination, mainly against COVID – 19 (Bertin et al., 2020). In the 

systematic review of 133 studies, 85 articles, that were all somehow connected to conspiracy 

theories and COVID – 19, done by (van Mulukom et al., 2022), the authors identified 

antecedents and consequences of belief in coronavirus-related conspiracy theories. They 

characterized nine antecedents and sorted them into three categories: individual differences 

(coping with threat and uncertainty, personality traits and demographic variables), beliefs, 

biases, and attitudes (epistemically suspect beliefs, thinking styles and cognitive biases, and 

attitudes toward science), and social factors (group identities, trust in authorities and social 

media). Among consequences, they identified six of them, in two main groups: protective 

behaviors (safeguarding behaviors, self–centered behaviors, and misguided behaviors) and 

health and social consequences (vaccination intentions, psychological wellbeing, and 
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negative social consequences). Hughes & Machan (2021) suggest that people scoring high on 

Dark Tetrad traits, including Machiavellianism, narcissism, psychopathy, and sadism, are more 

likely to believe in conspiracy theories. Very important predictors of belief in conspiracy theories 

and fake news (not only COVID – 19 related) are epistemically suspect beliefs. They can be 

characterized as beliefs that are not in line with the current empirical knowledge and include 

paranormal, conspiracy, and pseudoscientific beliefs (Lobato et al., 2014). The epistemically 

suspect beliefs, as well as coronavirus-related conspiracy beliefs, lead to belief in other, even 

contradictory conspiracy theories about COVID – 19, belief in popular generic conspiracy 

theories, claims about the efficiency of pseudoscientific approaches in the cure for COVID – 19 

and other illnesses, pseudoscientific attitudes toward vaccination and belief in paranormal 

phenomena (Bertin et al., 2020; Čavojová et al., 2022; Miller, 2020; Šrol et al., 2022). Another 

interesting antecedent to belief in conspiracy theories is the attitude toward science, which 

is also one of the strongest predictors of compliance with health guidelines (Plohl & Musil, 

2021). Among the antecedents that belong to the group of social factors were several 

interesting findings. In many countries, political leaning somehow correlated with beliefs in 

COVID – 19 related conspiracy theories. In most countries the more conservative (e.g., 

USA, Turkey, etc.) or radical on either side of the political spectrum (e.g., Germany, 

Switzerland) people were, the more likely they were to believe in coronavirus-related 

conspiracy theories. Also, religiosity and lower trust in authorities predicted higher 

conspiracy beliefs in many countries (van Mulukom et al., 2022).  Figure 1 taken from van 

Mulukom et al. (2022) is an overview of the most common topics of the coronavirus-related 

conspiracy theories.   

Figure 1 Overview of the categories of the conspiracy theory items (ordered in the frequency 

of occurrence) (van Mulukom et al., 2022) 
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 The systemic review study from (van Mulukom et al., 2022) had, as mentioned 

above, also characterized six consequences of belief in coronavirus-related conspiracy 

theories. For this thesis, we will examine the vaccination intentions more deeply. From the 

beginning of the pandemics, there has been a strong aim among scientists to develop a 

vaccine against COVID – 19 as soon as possible. The vaccine hesitancy has been strongly 

connected with the belief in coronavirus-related conspiracy theories (Freeman et al., 2022). 

The intention to get vaccinated against COVID – 19 has been repeatedly negatively 

correlated with epistemically suspect beliefs, lower scientific and analytic thinking, as well 

as higher intuitive and biased thinking (Čavojová et al., 2022; Teovanović et al., 2021). The 

negative attitude toward vaccination against COVID – 19 is also related to the overall 

negative attitude toward vaccination based on misinformation about other vaccines, for 

example, that Measles, Mumps, and Rubella (MMR) vaccine causes autism, or conspiracy 

theories about mind control through vaccination (Blaskiewicz, 2013; Jolley & Douglas, 

2014). Other factors contributed to low vaccination intentions, such as confusion due to a 

huge amount of information, distress from emotive negative messages, as well as distrust 

following incompetence in the governments’ responses (Lockyer et al., 2021).  

1.4 Interdisciplinary approach 

Reduction of peoples’ susceptibility to fake news is an important topic in many 

research areas such as psychology, political science and other social sciences, economics, 

journalism and computer science, and artificial intelligence. Although this thesis is mainly 

focusing on the psychological aspects of the topic, there are also many interesting findings 

and contributions from other disciplines, mainly the involvement of artificial intelligence in 

this problem. A new phenomenon that has arisen with the development of intelligent 

technologies is deepfake, a combination of deep-learning and fake. Deepfakes are highly 

realistic and difficult to detect manipulations of audiovisual materials and can be defined as 

a technique of changing the content of videos by using computer code. This can be done by 

using the Generative Adversarial Networks, algorithms made to change human faces or 

voices in images and videos to make them indistinguishable from reality, and thanks to the 

method they are using, they are learning how to get better every day (Vizoso et al., 2021).  

With the rise of artificial intelligence, we can use computers to detect these threats on 

the internet. Especially when considering deepfakes it is almost impossible for people to tell 

what is a deepfake and what is not. Pennycook & Rand (2021) are mentioning two main 

problems and challenges when we want to use AI to fight fake news. Firstly, they are 
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suggesting that truth is not a clearly defined property, therefore it is difficult to decide what 

content and features should be included during training and artificial intelligence approaches run 

the risk of false positives and, thus, unjustified censorship.  Detecting misinformation is very 

challenging also because mostly they are made to contain a mixture of false and real 

information and manipulated images which can give rise to confusion among readers. 

Secondly the misinformation and disinformation content evolve rapidly and so the efficacy 

of features when identifying these, can change within days. Another way involves attaching 

warnings to content, that has been identified as problematic by professional fact-checkers 

because it helps to reduce misperceptions and sharing. But there is a very small risk that 

these fact-checkers could backfire, which would lead to an increased belief in false content. 

Another issue is that fact-checking is not scalable, and it also requires time and effort to 

investigate the truthfulness of the claims the process is very slow, so when the warning about 

some information occurs, it is in most cases already widespread. Fact-checks in many cases 

fail to deliver their message to those groups, who would need it the most and so their content 

may fade with time. They also provide insufficient protection against the familiarity effect 

and cause the corrected users to share more problematic material (Pennycook & Rand, 2021). 

Giachanou et al. (2020) developed a multimodal modal system to detect fake news, by a 

neural network, that combines textual, visual, and semantic information. Most of the 

previously developed combined systems were approaching only textual and visual 

information, but the authors of this study find it important to look at the semantic information 

as well because the similarity between the visual and the textual part is very important since 

in some fake news the image can be inconsistent to the textual content. Although this 

information can be useful, there are still gaps in its application. Results of their experiments 

on three different collections show that combining textual, visual, and semantic information 

can increase the efficacy of fake news detection. Jadhav & Thepade (2019) used Recurrent 

Neural Networks and Deep Structured Semantic Model when developing a framework for 

detecting fake news. This approach achieved an accuracy of 99% without any previous 

domain knowledge by intuitive identification of the important features associated with fake 

news. When detecting deepfakes, Mirsky & Lee (2022) are distinguishing between artifact-

specific approaches and undirected approaches. Many deepfakes generate artifacts that may 

be invisible to humans but can be detected by using machine learning and forensic analysis. 

They characterize seven categories of artifacts, that can be used for detection: spatial artifacts 

in blending, environments, and forensics; temporal artifacts in behavior, physiology, 
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synchronization, and coherence (Giachanou et al., 2020; Jadhav & Thepade, 2019; Mirsky 

& Lee, 2022). 

Fake news, conspiracy theories, and especially deepfakes are being considered also from 

an ethical point of view. Hancock & Bailenson (2021) are discussing in their article the 

impact of deepfakes on society. They are comparing the consequences of watching 

deepfakes with ones caused by watching scenes or videos made in virtual reality (VR) by 

using the viewer's doppelganger, which can lead to the creation of false memories by this 

person, although this phenomenon has not occurred while watching another person’s 

doppelganger. There exists an assumption, that there arise new psychological mechanisms 

when viewers are exposed to videos that are perceptually indistinguishable from real videos. 

The core of deepfakes is deception, which means intentionally, knowingly, and purposely 

misleading someone and as the literature suggests people, in general, are not very skilled at 

identifying betrayals and disinformation which then leads to misbeliefs. When comparing 

the deception detection ability by sort of media used for the deception it has been found that 

there is almost no difference in it regardless of the message type, whether it is text, audio, or 

video. Despite these findings, they assume that the impact of deception by deepfake is 

potentially greater than that of verbal deception because of the primacy of visual 

communication for human cognition, because the deepfakes not only change the verbal 

content but also the visual features of how the message was brought to recipients, regardless 

if it is the content of the statements that have never been said or it is the behavior that has 

never been done by the person used in the deepfake. This is supported also by the fact that 

people trust mostly their visual perception. Philosopher Don Fallis (2021) describes an 

epistemic threat of deepfakes, that they will interfere with our ability to acquire knowledge 

about the world by watching media. He believes that because of deepfakes people can 

acquire false beliefs more easily because they assume deepfakes to be normal videos.  But 

there are also other ways how deepfakes may cause people harm. One of them is that the 

recipient then may not be able to distinguish what is real and fake and by being precautious 

not believe the true information, even if it is from legitimate news media. Vaccari & 

Chadwick (2020) did a study in which they were looking at the effect of deepfakes on trust 

in news and they found that even if people were unlikely to be completely misled by 

deepfakes, the exposure to them increased their uncertainty and so decreased their trust about 

media in general and by that confirming the epistemic threat mentioned by Fallis (2021). 

Hancock & Bailenson (2021) are suggesting another consequence of deepfakes is the change 
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in interpersonal relationships, as it has been found that exposure to a deepfake depicting a 

political figure significantly worsened participants' attitudes toward that politician (Dobber 

et al., 2021). Lastly Hancock & Bailenson (2021) also describe the humiliation of the person 

used in the deepfake for saying or doing something, that he or she never did. Early forms of 

deepfakes involved mostly alternations of pornography, depicting non-consensual persons 

engaging in sexual activity and it had a horrible impact on the victim's life (Dobber et al., 

2021; Fallis, 2021; Hancock & Bailenson, 2021; Vaccari & Chadwick, 2020). 
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2 INTERVENTIONS 

There have been many studies researching how to improve people’s ability to discern 

between fake and real news and not to believe in conspiracy theories. We know several 

psychological interventions that should prevent people from believing unsubstantiated 

claims. One of the simplest interventions is communicating scientific consensus (van der 

Linden et al., 2015). This intervention is built upon showing participants, that when it comes 

to the topic of interest, for example, anthropological causes of climate change, there is a very 

large unity in the opinions among the scientific community. Another interesting intervention 

is accuracy prompts (Pennycook, McPhetres, et al., 2020) where researchers are trying to 

shift people’s attention to the concept of accuracy by asking them, for example, to evaluate 

the accuracy of a headline or showing a video about the importance of only sharing accurate 

content.  There are also other interventions such as lateral reading in education (Wineburg 

et al., 2022), lateral reading online (Panizza et al., 2022), media literacy tips (Guess et al., 

2020), self-reflection tools (Lorenz-Spreen et al., 2021), and warning and fact-checking 

labels (Kozyreva et al., 2022; Pennycook, Bear, et al., 2020). Psychological interventions 

that are used in this study are priming critical thinking and inoculation. 

2.1 Priming critical thinking 

One of the interventions, that can be used to reduce people’s susceptibility to fake news 

and conspiracy theories is priming critical thinking. This can be done, by giving some simple 

guidelines to participants before rating the headlines. These guidelines can be in form of 

questions, or some announcements about best practices. Lutzke et al. (2019) used priming 

critical thinking in their study by showing simple questions to the participants before asking 

them to rate true or false headlines. In this experiment were two experimental and one control 

group. One of the experimental groups was shown only four simple questions (guidelines 

condition), while the other was also asked to rate them according to importance (enhanced 

guidelines condition). The questions were: (1) Do I recognize the news organization that 

posted the story?; (2) Does the information in the post seem believable?; (3) Is the post 

written in a style that I expect from a professional news organization?; (4) Is the post 

politically motivated? The headlines were concerning the topic of climate change and the 

participants were divided into two groups, believers, and doubters. They found that when 

participants were rating fake news and were exposed to the guidelines condition the group 

of doubters were less likely to trust and like these posts and believers were less likely to 

share posts based on fake news. When exposed to enhanced guidelines conditions believers 
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were less likely to trust and share fake climate news and doubters were less likely to like and 

share fake news when compared to doubters in the control group. When rating real news, 

believers of climate change who were exposed to the guidelines condition were more likely 

to trust real news. On the contrary guidelines or enhanced guidelines conditions did not affect 

the doubters of climate (Lutzke et al., 2019).  

Drummond & Fischhoff (2019) used priming critical thinking (in this case called priming 

scientific reasoning skills) in a slightly different context, namely to reduce the participants’ 

myside bias when evaluating scientific evidence about which they have prior positions. In 

three studies they used the intervention priming scientific skills by an 11-item Scientific 

Reasoning Scale (Drummond & Fischhoff, 2017), but this intervention was efficient only 

when accompanied by direct instructions to apply those skills to the task at hand. To reduce 

belief in conspiracy theories Swami et al. (2014) also used priming critical (in this case called 

analytical) thinking in their research. In a set of four studies, they first examined the 

relationship between conspiracy belief and analytical thinking, which showed that the 

stronger conspiracy belief was correlated with lower analytical thinking and open-

mindedness. The next three studies showed, that by using experimental manipulations to 

retrieve analytic thinking the belief in conspiracy theories was effectively reduced. 

Like this is another intervention called friction (Fazio, 2020), which involves making 

things slower or more effortful by design. This can be done by asking or nudging the 

participant to stop and think before sharing content on social media. Another similar 

intervention is called social norms, which leverages social information to encourage people 

not to share or believe in misinformation (Cookson et al., 2021). Where the friction 

intervention tries to teach people not to share fake news, this intervention goes beyond and 

teaches people to disapprove of the sharing of misinformation by others, as well as if 

someone of them shares fake news, the behavior of this person should be disapproved by 

society, as it was an action against social norms.    

2.2 Inoculation  

Another possible intervention is based on the inoculation theory from McGuire (1964). 

It is a resistance model, which was explained by using a medical analogy, seeing persuasion 

inoculation as the parallel of medical inoculation. To protect the patient from some diseases 

medicine uses a weakened version of the virus to avert the infection and create immunity. In 

case, the patient is then exposed to the real threat, his body should be able to defeat the virus 
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without him getting ill. During persuasion inoculation, some counterarguments are offered 

to the recipient of the information, to prevent the persuasion. In the context of fake news, 

their recipients are first exposed to some true information, so they do not fall for the 

misinformation when they encounter it. Inoculation can be also called prebunking, as it aims 

to build attitudinal resistance against online. Similar to prebunking is debunking, which 

provides corrective information to reduce specific misconceptions or false beliefs (Ecker et 

al., 2020; Kozyreva et al., 2022). 

The inoculation was used in the study done by van der Linden et al. (2017) on a large 

sample size of 2167 participants in the US. The topic of interest was climate change. Before 

this study, they researched 1000 participants in the US to find out that the most influential 

misinformation believed among the population is regarding climate change. In the actual 

study, they then tested if it is possible to inoculate people against such misinformation. They 

used a mixed within-subject design of the experiment with six different experimental 

conditions: consensus treatment, counter-message, consensus treatment followed by 

counter-message, consensus treatment with general inoculation followed by counter-

message, and consensus treatment with detailed inoculation followed by counter-message. 

Consensus treatment was a pie chart showing how concise are the scientists about the reality 

of human-caused climate change, the counter-message was misinformation. They 

hypothesized, that the consensus treatment would have a positive influence on the perceived 

scientific agreement. On the other hand, a counter-message would have a negative influence. 

When a counter-message follows the consensus treatment, its positive impact would 

decrease. For the inoculation, they hypothesized, that both general and detailed inoculation 

would protect the effect of the consensus treatment against misinformation. All their 

hypotheses have been supported by their findings. They also found that the inoculation 

messages were equally effective, regardless of the political identification of participants 

(McGuire. William J., 1964; van der Linden et al., 2017).  

An interdisciplinary approach to psychological interventions can be seen in the online 

game called Bad news developed in the research done by Roozenbeek & van der Linden 

(2019). They have involved technologies when trying to fight people’s susceptibility against 

fake information by creating this interactive intervention, that teaches people six techniques 

commonly used in the production of fake news: polarization, invoking emotions, spreading 

conspiracy theories, trolling people online, deflecting blame, and impersonating fake 

accounts. This game is based on the inoculation metaphor mentioned before. Authors proved 
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in this research that precautionary exposure, warning, and enlightening people in the 

strategies used in the production of fake news help them become resistant to fake news when 

exposed to them in the real world (Roozenbeek & van der Linden, 2019).  This game was 

used also by van der Linden et al. (2020) against fake news about COVID – 19 and proved 

to significantly improve the players’ ability to resist misinformation techniques after 

gameplay, and increase players’ confidence in spotting misleading information. Bad news is 

not the only game used to inoculate people against susceptibility to fake news. Basol et al. 

(2021) used in their research an online game called Go Viral! that was created by the 

researchers in the collaboration with the UK Cabinet Office and DROG with support from 

the WHO and the United Nations Verified Campaign. In this game players are exposed to 

three manipulation techniques commonly used in COVID-19 misinformation: 

fearmongering, using fake experts, and spreading conspiracy theories.  

2.3 Present study  

The design of the current research was created in line with the findings from previous 

research. In our first and second hypotheses, where we suggest that both interventions, 

priming critical thinking and combined intervention of detailed inoculation and priming 

critical thinking, will be effective and that we expect the combined intervention to be more 

effective in the fake news discernment of the participants, are built on the findings in the two 

above mentioned studies as they show that both interventions are effective on their own and 

the combination of different interventions was effective in van der Linden et al. (2017). 

When creating the interaction in the videos for the detailed inoculation in the combined 

intervention we used in one of the experimental groups and formulating the second 

hypothesis, we were inspired by the research done by Roozenbeek & van der Linden (2019), 

as it points out the importance of engaging participants in the intervention. In the third 

hypothesis, which suggested the presence of correlations between fake news discernment 

and political leaning, conspiracy belief, and negative attitude toward vaccination, we 

considered the findings described in 1.2 Predictors of belief in fake news and conspiracy 

theories, mostly the ones by Pennycook & Rand (2021).  

The design itself contained two experimental groups, one with the intervention priming 

critical thinking, one with combined intervention – priming critical thinking and detailed 

inoculation by interactive video, and one control group, that was without any intervention. 
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3 METHODS 

The purpose of this experiment was to discover if detailed inoculation of the 

participants into the topic of vaccines against COVID – 19 would be an effective intervention 

for creating a greater ability to discern fake news from real news among our participants and 

that way fight the spread of misinformation. The detailed inoculation was done by using an 

interactive video interrupted by questions with obvious answers mentioned in the video. We 

compared this intervention with a control group (without intervention) as well as a priming 

critical thinking intervention with simple questions to see if a more detailed and more 

engaging intervention would have a greater effect on the belief in fake news. We 

hypothesized that: 

1. Both interventions will decrease the belief of the participants in fake news when 

compared to the control group (Lutzke et al., 2019; S. van der Linden et al., 2017). 

2. Using both, priming critical thinking and detailed inoculation by interactive video 

as the intervention will have a greater effect on fake news discernment than using 

only priming critical thinking intervention (Roozenbeek & van der Linden, 

2019). 

3. The fake news discernment will be correlated with participants’ 

conservative/liberal political leaning, negative attitude toward vaccination in 

general, and conspiracy beliefs (Pennycook & Rand, 2021). 

The total number of participants was 359 (90 men, with an average age of 28.25, SD 

= 10.029) but 7 out of them had to be excluded as they did not pass the attention control 

question. The required number of participants (N=159) was determined by using the 

software GPower. We have chosen following parameters: effect size f = 0.24, α error 

probability  = 0.05, power (1 – β error probability) = 0.80, and number of groups = 3.   The 

participants were divided into three groups: the control group (with N=130), the group with 

the intervention priming critical thinking (N=120), and the group with the combined 

intervention priming critical thinking and the detailed inoculation by interactive video 

(N=102).  

As for education, we asked the participants, what is their highest educational 

attainment. Most of the participants (N=134, 38.1%) had a master’s degree or equivalent. 

The second most represented group among participants (N=125, 35.5%) had graduated from 

high school. In our sample were also participants with bachelor’s degree (N=72, 20.5%), 
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participants with completed PhD studies (N=19, 5.4%), and participants with completed 

elementary studies (N=2, 0.6%). 

3.1 Materials 

For the survey, we used the Qualtrics platform. Demographic data included in 

addition to the most general questions also questions about participants’ conservative/liberal 

political leaning, the role of religion in their lives and decision making, their attitude towards 

vaccination, and if they are vaccinated against COVID - 19 and the media they trust. The 

abovementioned variables’ average scores can be found under their description in Table 1. 

The questionnaires used for conservative/liberal political leaning, the role of religion, and 

negative attitude toward vaccination were taken from the study done by Čavojová et al. 

(2022). 

Conservative/liberal political leaning. The participants were asked: On social issues, 

where would you place yourself on the political spectrum from conservative to liberal-

leaning? For the evaluation of the identification with political ideologies, we used a Likert 

scale from 1 to 7, where 1 denoted very conservative and 7 very liberal.  

Role of religion. The participants were asked: How important is the role of religion 

in your life? When evaluating the role of religion in participants’ lives, we used a Likert 

scale from 1 to 7, where 1 denoted no role and 7 very important role.  

Conspiracy belief. For the conspiracy belief, we asked participants about their belief 

in five common conspiracy theories connected to pandemics, such as The SARS-CoV-2 virus 

was artificially created and deliberately released so that pharmaceutical companies could 

make the highest possible profit from the sale of vaccines. The statements we used were 

taken from Šrol et al., (2022). For evaluation, we used the 1 to 5 Likert scale, where 1 

denoted total disagreement and 5 denoted total agreement. The index of reliability, 

Cronbach’s α was 0.785.  

Negative attitude towards vaccination. When measuring the attitude towards 

vaccination, we asked them to evaluate on the 1 to 5 Likert scale, how much they agree with 

ten statements describing vaccination, such as I am more afraid of vaccines’ side effects than 

of the disease.  The statements we used were taken from Čavojová et al., (2022). The lower 

value the participants gained, the more positive attitude they had towards vaccination. The 

index of reliability, Cronbach’s α was 0,818.  
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Table 1 Predictors for belief in fake news and conspiracy theories 

Variables M SD 

Conservative/liberal political leaning 4.77 1.39 

Role of Religion in Life 3.14 2.15 

Negative Attitude towards Vaccination 2.02 0.669 

Conspiracy belief 1.36 0.601 

 

Reliance on real/fake news, willingness to share real/fake news, and fake news 

discernment. Our main measuring tool were questions in which we asked the participants to 

evaluate the accuracy of fabricated headlines with both real and fake news (Figure 2). 

Figure 2 Examples of the fabricated news: real (left side) and fake (left side) 

 

Participants were presented with ten fabricated news with the following task: In the 

next section of the research, we will present several headlines containing news of varying 

credibility. Please look carefully at each of the messages and rate how credible you find it 

and how likely you would be to share it on social media. For evaluation in both cases, we 

used a Likert scale from 1 to 7, where 1 denoted total disagreement and 7 denoted total 

agreement as you can see in Figure 3. 
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Figure 3 Examples of the task in the control group 

 

These questions were in randomized order but were the same for all groups. Here we 

calculated four different scales, reliance on real news (α = 0.761), reliance on fake news (α 

= 0.705), willingness to share real news (α = 0.843) and willingness to share fake news (α = 

0.753). As in Pennycook & Rand (2021), we calculated the fake news discernment described 

above (see chapter 1.2 Predictors for belief in fake news and conspiracy theories). The 

average scores in the above-named variables are shown below in Table 2. 

Table 2 Reliance on real/fake news 

Variables M SD 

Reliance on Real News 4.18 1.32 

Reliance on Fake News 1.62 0.814 

Willingness to Share Real News 3.31 1.56 

Willingness to Share Fake News 1.33 0.663 

Fake News Discernment 2.56 1.69 

 

3.2 Procedure 

As a part of the experiment, we first gathered demographic data from our participants. 

In case they were not vaccinated we asked them also about the reason for their decision as 

well as if they would consider in the case of more strict restrictions non-vaccinated 
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population getting vaccinated. After the experimental part, we also checked the conspiracy 

belief of our participants.  

Priming critical thinking. Participants in the experimental group with the 

intervention priming critical thinking were shown questions, that were similar to the above-

mentioned study done by Lutzke et al. (2019): (1) Does the post try to trigger strong negative 

emotions in me, like anger, fear, disgust, or is it shocking?; (2) Is the post written in the style 

I expect from a professional news organization?; (3) Is the post politically motivated, and is 

the topic controversial?  These they should have considered while evaluating the accuracy 

of the headlines (see Figure 3). The exposure to these questions was done together with the 

headlines, whose accuracy we asked the participants to evaluate the same way as the control 

group. 

Figure 4 Example of the applied intervention priming critical thinking   

 

Combined intervention by inoculation and priming critical thinking. In the 

experimental group with combined intervention priming critical thinking and detailed 

inoculation participants were shown short interactive videos. In the videos we explained the 
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five most common myths considering the COVID – 19 vaccines among the Slovak 

population, which were: (1) The mRNA COVID – 19 vaccines are dangerous; (2) The 

COVID – 19 vaccines can change your genetic material or your DNA; (3) The COVID – 19 

vaccines include nanotechnologies and nanorobots; (4) The COVID – 19 vaccines include 

cells from aborted fetuses; (5) The COVID – 19 vaccines cause infertility.  The interaction 

was ensured by interrupting the video with multiple-choice questions related to the 

information mentioned in the video with obvious answers (see Figure 4). After exposure to 

the video, they were also exposed to the simple questions for priming critical thinking 

mentioned above. Then we asked the participants to evaluate the accuracy of the headlines 

the same way as the groups above.  

Figure 5 Example of the applied inoculation intervention  
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4 RESULTS  

For the analysis of the results, we used the SPSS statistical tool. As for the results, 

we firstly analyzed the demographic data and the reliability of the various parts of the 

questionnaire (attitude towards vaccination, reliance on real news, willingness to share the 

real news, reliance on fake news, and willingness to share the fake news, attitude towards 

conspiracy theories). Next, we examined participants’ answers in the main part of the 

experiment, where they were asked to rate the reliability and willingness to share real and 

fake news.  

4.1 Comparison of fake news discernment across the groups 

For comparison of fake news discernment scores across our two experimental groups 

and one control group, we used the one-way ANOVA analysis with the dependent variable 

fake news discernment and the independent variable being control and experimental groups. 

According to our analysis the results of interventions’ efficiency comparison are not 

statistically significant, F(2,346) = 0.438, p = .646. Neither the first hypothesis nor the 

second hypothesis is supported by these results. As can be seen from Table 3, there were 

minimal differences between the means of fake news discernment scores across all groups.  

Table 3 Fake news discernment average scores  
Groups N M SD SE 

Control  130 2.48 1.65 0.145 

Experimental 1: critical thinking 120 2.67 1.57 0.143 

Experimental 2: inoculation + critical thinking 99 2.54 1.86 0.187 

Total 349 2.56 1.68 0.090 

 

Further, we compared means across our two experimental groups and one control 

group using the one-way ANOVA analysis regarding the willingness to share fake and real 

news. We used willingness to share real and fake news as dependent and the groups as the 

independent variable. The average scores of willingness to share real and fake news are 

shown in Table 4.  The ANOVA analysis did not show any statistically significant 

differences in willingness to share fake and real news between the groups, fake news 

F(2,344) = 1.471, p = .231, real news F(2,344) = 2.263, p = .106.  
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Table 4 Willingness to share fake and real news average scores  
Willingness to share N M SD SE 

Fake news Control group 130 1.31 0.583 0.052 

 
Experimental group 1: critical thinking 120 1.27 0.506 0.046 

Experimental group 2: inoculation + critical thinking 97 1.42 0.902 0.092 

Total 347 1.33 0.667 0.036 

Real news Control group 130 3.11 1.58 0.139 

Experimental group 1: critical thinking 120 3.33 1.54 0.140 

Experimental group 2: inoculation + critical thinking 97 3.55 1.55 0.157 

Total 347 3.31 1.56 0.084 

 

In addition to the above-described analysis, we compared means across our two 

experimental groups and one control group using the one-way ANOVA analysis for the trust 

in real and fake news. As the dependent variable, we used the trust in real and fake news and 

the control and experimental groups as the independent variable. The average scores of trust 

in real and fake news are shown in Table 5. The ANOVA analysis did not show any 

statistically significant differences in the trust in real and fake news between the groups, real 

news F(2,348) = .332, p = .718, fake news F(2,346) = 1.507, p = .223.  

 

Table 5 Trust in real and fake news average scores 

Trust in N M SD SE 

Real news Control group 130 4.11 1.32 0.115 

Experimental group 1: critical thinking 120 4.19 1.30 0.119 

Experimental group 2: inoculation + critical thinking 101 4.25 1.35 0.134 

Total 351 4.18 1.32 0.070 

Fake news Control group 130 1.63 0.777 0.068 

Experimental group 1: critical thinking 120 1.52 0.628 0.057 

Experimental group 2: inoculation + critical thinking 99 1.71 1.03 0.104 

Total 349 1.62 0.815 0.044 

 

4.2 Moderations and correlations 

First, we analyzed moderations by using jamovi 2.3.2, to determine whether the 

correlations that occurred in our sample were significantly different across groups. As in the 

moderation, analyses cannot be more than two categorical variables, so we merged the 

experimental groups and compared them with the control group. For all the correlations 

mentioned in the 3rd hypothesis, (between conservative/liberal political leaning as the 

predictor and fake news discernment as the dependent variable, and groups as a moderator 

(see Table 6), between conspiracy belief as the predictor and fake news discernment as the 
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dependent variable, and groups as a moderator (see Table 7), and between attitude toward 

vaccination as the predictor and fake news discernment as the dependent variable, and 

groups as a moderator (see Table 8)), the moderation analysis did not show a statistically 

significant difference across groups. 

Table 6 Moderation Estimates: conservative/liberal political leaning, fake news 

discernment correlation 

  Estimate SE Z p 

Conservative/liberal political leaning  0.28374  0.0633  4.486  < .001  

Group  0.03287  0.0452  0.728  0.467  

Conservative/liberal political leaning ✻ Group  -0.00696  0.0324  -0.215  0.830  

 

Table 7 Moderation Estimates: conspiracy belief, fake news discernment correlation 

  Estimate SE Z p 

Conspiracy belief  -1.7457  0.1177  -14.834  < .001  

Group  0.0289  0.0364  0.794  0.427  

Conspiracy belief ✻ Group  -0.1005  0.0596  -1.686  0.092  

 

 

Table 8 Moderation Estimates: attitude toward vaccination, fake news discernment 

correlation 

  Estimate SE Z p 

Attitude toward vaccination  -1.5728  0.1059  -14.854  < .001  

Group  0.0535  0.0363  1.474  0.140  

Attitude toward vaccination ✻ Group  -0.0249  0.0561  -0.443  0.658  

 

Therefore, we analyzed the correlations for the whole sample together. All the results 

can be found in Table 9. First, we analyzed the correlation between fake news discernment 

and conservative/liberal political leaning. Here we found a weak correlation, which suggests 

that the more liberal our participants were, the better were they able to discern fake news 

from real ones. Further, we analyzed the correlation between fake news discernment and the 
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negative attitude toward vaccination and we found a large negative correlation, which means 

that the more dismissive the attitude toward vaccination is, the worse participants discern 

fake news from real ones. Also, the correlation between fake news discernment and the 

conspiracy belief was found to be a largely negative one, meaning that the more participants 

believe in conspiracy theories, the less are they able to discern between fake and real news. 

These findings support our 3rd hypothesis, which suggested, that there will be some 

correlations between the above-mentioned variables 

Table 9 Correlations among fake news discernment, conservative/ liberal political leaning, 

negative attitude toward vaccination, conspiracy beliefs 
 Cross-correlations (r) 

 1. 2. 3. 4. 5. 6. 7. 

1. Reliance on real news 1       

2. Reliance on fake news -.19 1      

3. Willingness to share real news  .73 -.19 1     

4. Willingness to share fake news -.18  .80  .01 1    

5. Fake news discernment  .88 -.64  .66 -.53 1   

6. Conspiracy belief  -.44  .55 -.28  .48 -.53 1  

7. Negative attitude toward vaccination -.53  .42 -.42  .30  .48  .62 1 

8. Conservative/liberal political leaning  .22 -.14  .05 -.17  .30 -.28 -.25 

Note: All the correlations written in bold are statistically significant (p < .05). 

Other correlations, such as the reliance on fake news and the willingness to share 

them were interconnected, and it is of no surprise, that they correlated strongly with 

conspiracy belief. These findings mean, that people who have strong conspiracy belief trust 

in fake news and are willing to share them, which corresponds with previous findings 

(Lobato et al., 2014; Miller, 2020).  The reliance on fake news and conspiracy belief, as well 

as negative attitude toward vaccination, were weakly negatively correlated with political 

liberalism, which corresponds with findings by Šrol (2022). 

When comparing groups, men (M = 2.75, SD = 1.69) and women (M = 2.49, SD = 

1.68) for means in fake news discernment, we used an independent t-test with fake news 

discernment scores as a dependent variable and gender as the independent variable. We 

found no statistically significant differences t(345) =1.245, p =.214.  
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5 DISCUSSION 

Our research aimed to verify the efficiency of two psychological interventions – priming 

critical thinking and detailed inoculation by interactive video combined with priming critical 

thinking to reduce people’s susceptibility to COVID – 19 related fake news and conspiracy 

theories. We did so by comparing fake news discernment among three groups of participants, 

one control group and two experimental groups. The control group was beside the 

demographic details, only asked to rate the accuracy of fabricated real and fake news 

headlines, while in the first experimental group we used the intervention priming critical 

thinking and in the second experimental group, we used the detailed inoculation by 

interactive video, which was followed by the priming critical thinking intervention. We 

hypothesized that the belief in fake news will be decreased by both interventions when 

compared to the control group and that the combined intervention will be even more efficient 

than only the priming critical thinking intervention. We also expected that there will be 

correlations between fake news discernment, conspiracy belief, political leaning, and 

negative attitude toward vaccination.  

There are several possible explanations, for why our interventions did not prove to be 

efficient. Also in the study done by Lutzke et al. (2019) priming critical thinking has been 

shown to have a small effect size on a person’s likelihood to trust, like, and share fake news 

online. This however does not diminish the importance of critical thinking for fake news 

discernment. For example, Pennycook & Rand (2019) found that people with higher 

analytical abilities, which were assessed by a modified version of the Cognitive Reflection 

Test (Frederick, 2005), regardless of their political identifications, are better able to 

recognize fake news. The main difference between these two studies is that while Pennycook 

& Rand (2019) studied critical thinking ability as a covariate, Lutzke et al. (2019) used it as 

a treatment effect. Since we did not measure the ability of critical thinking in our research, 

we only presumed its presence, we cannot say anything about the overall ability to think 

critically among our participants. Future research should take also this variable into 

consideration. 

Priming critical (analytical) thinking was proved to be efficient in reducing belief in 

conspiracy theories by Swami et al. (2014). As already mentioned in chapter 2.1 Priming 

critical thinking, priming critical thinking (here called priming scientific reasoning skills) 

was used also by Drummond & Fischhoff (2019) to reduce the myside bias in participants’ 

evaluations of scientific evidence regarding the Affordable Care Act by an 11-item test of 
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scientific reasoning skills called the Scientific Reasoning Scale (SRS). After conducting a 

set of three studies, they found that their intervention was efficient in reducing the myside 

bias only after adding instructions on how to use those skills.  

Neither our second intervention, detailed inoculation by an interactive video explaining 

the five most common myths about COVID – 19 vaccines in the Slovak population, has 

shown to be effective. One could argue that the reason for its ineffectiveness was that our 

video could be classified as an intervention done by debunking. The difference between 

inoculation – also called prebunking – and debunking is mainly in the way they address the 

problem. While prebunking tries to prevent people from believing in fake news and 

conspiracy theories by showing them how they spread on the internet, and how they are 

created, as in studies that used online games done by Roozenbeek & van der Linden (2019) 

and Basol et al. (2021). Another example of prebunking is Truth labs for Education, a project 

created by the collaboration between Cambridge University, the University of Bristol, and 

Google Jigsaw. In this project, they created a series of short videos, each of which inoculates 

people against a particular manipulation technique or misleading rhetorical device often used 

in the online world (Cambridge Social Decision-Making Lab. Department of Psychology., 

2022; Roozenbeek & van der Linden, 2021). On the other hand, debunking takes already 

existing fake news and conspiracy theories and retrospectively refutes them with factual 

arguments. In the study done by (Paynter et al., 2019), debunking has been proved effective 

against misinformation related to autism treatment. Tay et al. (2021) have compared in their 

study the effectiveness of prebunking and debunking as psychological interventions. Even 

if it is in general rather believed that debunking is less effective, as it is very difficult to 

correct already encoded information, the results of this study suggested that it was 

surprisingly better able to counteract misinformation than prebunking. There is very little 

research done on the comparison of prebunking and debunking effectiveness, therefore it is 

very difficult to say if there are any significant differences in their effectiveness at all. Future 

research should compare these two inoculation strategies to see what is more effective in the 

Slovak population. These strategies are also very similar so it could be interesting to combine 

them and compare their effectiveness when separate with their effectiveness when 

combined.   

 Another possible explanation for the low efficiency of our interventions is the overall 

low reliance on fake news and belief in conspiracy theories about COVID – 19 among our 

participants. The conspiracy belief in our sample is lower (M = 1.35, SD  = 0.60) than the 
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one reported by Čavojová et al. (2020; M = 2.07, SD  = 0.87), or the two samples reported 

by Šrol et al., (2022; Study 1: M = 2.49, SD  = 1.02; Study 2: M = 2.32, SD  = 1.10). These 

studies, except for Study 2 (Šrol et al., 2022), were done on the Slovak population. It seems 

that our sample was lacking representativeness and our participants were already mostly 

skeptical about unsupported claims about COVID – 19 and so their opinions were not 

influenced by our interventions.  

Although our results did not show the efficiency of any intervention we used, they did 

show interesting correlations suggesting a positive relationship between reliance on fake 

news and conspiracy theories about COVID – 19, as well as with negative attitude toward 

vaccination in general and more conservative political leaning, are in line with findings from 

previous studies (Šrol, 2022; van Mulukom et al., 2022). The negative attitude toward 

vaccination is one of the consequences mentioned by van Mulukom et al. (2022) and it is 

connected with the antecedents defined in this review article, which were already mentioned 

above in 1.3 COVID – 19 conspiracy theories and attitudes toward vaccination, especially 

epistemically suspect beliefs, attitudes toward science as well as trust in authorities. The 

connection between conservative political leaning with reliance on fake news and conspiracy 

theories about COVID – 19, can be explained also in terms of higher religiosity among 

people with more conservative political leaning, as religiosity has been proved to be 

connected to pseudoscientific beliefs and epistemically suspect beliefs (Šrol, 2022; van 

Mulukom et al., 2022). Future research should try to recruit participants with more 

conservative political leaning and expected negative attitude toward vaccination in general, 

as this population seems to be most vulnerable to strong conspiracy belief and reliance on 

fake news not only about COVID – 19.  

Nevertheless, we consider our research to be beneficial, as it is one of the first 

psychological studies devoted to interventions to reduce susceptibility to fake news and 

conspiracy theories in Slovakia. The high cultural specificity of unsupported beliefs (Bruder 

et al., 2013; van Mulukom et al., 2022) suggests that if we want to know how people's trust 

in fake news or conspiracy theories can be reduced, we cannot rely uncritically on foreign 

research alone, but need to confront their findings with our own specific cultural and social 

context. While the research done in this thesis does not provide definitive findings regarding 

the possibilities of reducing trust in unsubstantiated claims, we believe that it at least 

provides a basic starting point for further research in this area.  
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There are several limitations in our research, that should be avoided in future studies. 

The main limitations are the lacking representativeness of our sample and the inefficiency 

of interventions. One of the most important improvements should be done in recruiting a 

more representative sample of participants, trying to focus on the more conservative 

population with a negative attitude toward vaccines. The participants’ analytical thinking 

abilities should be also taken into an account and measured by using a test such as the 

Cognitive Reflection Test. The interventions, specially inoculation, should be done more 

interactively and engagingly, such as the inoculation by a video game as was done in done 

by Roozenbeek & van der Linden (2019) and Basol et al. (2021). This game could combine 

prebunking, as it would show the participants how unsubstantiated claims are created and 

spread, and debunking, where it could explain some of the already existing fake news or 

conspiracy theories.  
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CONCLUSION  

 This thesis aimed to verify the efficiency of two psychological interventions, priming 

critical thinking and detailed inoculation by interactive video, to reduce people’s 

susceptibility to fake news and conspiracy theories about COVID – 19. This was done in a 

study with an experimental design on a sample of participants (N = 352), who were randomly 

assigned to three groups, one control group, and two experimental groups. Participants were 

asked to fill out demographic details, containing also questionnaires about their political 

leaning as well as their attitude toward vaccination in general and the conspiracy belief, and 

afterward to rate the accuracy of fabricated real and fake news headlines, either after being 

exposed to one of the interventions (priming critical thinking or combined intervention of 

detailed inoculation with priming critical thinking) or without any intervention for the 

control group. The results showed that none of the interventions was efficient in reducing 

people’s susceptibility to fake news. On the other hand, our correlational results suggested 

in line with previous findings, that reliance on fake news and conspiracy theories about 

COVID – 19 is strongly connected with a negative attitude toward vaccination and more 

conservative political leaning.  The spread of fake news and conspiracy theories and reliance 

on them is one of the most important current issues that we as a society must face. 

Psychological researchers are not the only scientists that are trying to address this problem 

already for years. This topic became a priority mostly during the pandemics as it has led to 

many unnecessary victims of the illness and caused a strong polarization in the society.   
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