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Abstrakt

Strojové ulenie zozalo vdaka hlbokym neurénovym
siefam vyznamné dspechy, €o sa tyka rieSenia roz-
manitych tloh ako su klasifikdcia obrazkov, jazykové
ulohy, alebo rozhodovanie v hrach. Na druhej strane,
zname su nedostatky tychto metdd umelej inteligen-
cie ako napriklad nizka efektivita trénovania, netranspa-
rentnost alebo absencia robustnosti natrénovanych mo-
delov. V prispevku predstavime koncept pozornosti z
pohladu psycholégie a neurovedy, kde zahfiia SirSie
spektrum schopnosti s rozmanitymi mechanizmami v
mozgu, ako aj z pohl'adu strojového udenia, kde zavede-
nie pozornosti prispelo k zlepseniu presnosti a vysvet-
litel'nosti modelov neurénovych sieti, avSak nie efekti-
vity trénovania a robustnosti. D4 sa teda predpokladat,
7e potencidl v tomto smere nebol eSte vyCerpany.

1 Uvod

Strojové ucenie, a s tym sdvisiaca umeld inteligen-
cia, sa te$i v ostatnej dekdde vysokej popularite vd aka
hlbokym neurénovym siefam, pretoZe tie umoZnili
nachddzal tspe$né rieSenia roznych tloh ako sd kla-
sifikdcia obrdzkov, dlohy v prirodzenom jazyku c¢i
hranie hier (Schmidhuber, 2015). Vysledky tychto
vypoctovych modelov v mnohych pripadoch dosahuji
urovenn Cloveka, a niekedy ho aj prekondvaju (Mnih
a spol., 2015). O umelych neurénovych sietach je
zndme, Ze s architektonicky in3pirované siefami v
mozgu ¢loveka a ich procesy ucenia pripominaji ucenie
u Tudi (na prikladoch). U&enie na prikladoch sa javi
ako najlepsi sposob, ako dosiahnuf zloZité sprdvanie,
ktoré formalne predstavuje matematické zobrazenie
vstupov na vystupy (napr. obrazkov na predikovanu ka-
tegdriu). Tento konekcionisticky pristup stoji vo funda-
mentdlnom kontraste so symbolovymi modelmi na baze
logiky a ontolégii, kde taZisko spo&iva v expertize di-
zajnéra, ktory de facto vytvori hotovy znalostny systém.
HIboké neurénové siete udiace sa s uitelom vyuzivaji
¢isto empiricky pristup (tzv. end-to-end), pri ktorom sa
sief u¢i dlohy priamo z pdvodnych vstupov (a neriesi sa
explicitne extrakcia priznakov). Neurénové siete maji
vela pozitiv a je zjavné, Ze v ostatnych rokoch hraji
prvé husle v strojovom uceni, pricom vyznamnu tlohu
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zohrdvaji aj vo vypoctovej kognitivnej vede (Farkas,
2011). Cielom tohto prispevku je vSak poukdzal na
st¢asné nedostatky neurénovych sieti a moznost ich od-
stranenia alebo asponi zmiernenia, pomocou mechaniz-
mov pozornosti.

2 Nedostatky umelych neurénovych sieti

Najméd v suvislosti s hlbokymi modelmi umelych
neurénovych sieti, ktoré mavaju vela skrytych vrstiev,
a teda aj astronomicky po&et volnych (trénovatelnych)
parametrov (t.j. vdh medzi neur6nmi), vznikli tri hlavné
problémy: (1) nizka efektivita trénovania, (2) nizka
transparentnost, a (3) absencia robustnosti. Stru¢ne si
vysvetlime kazdy z tychto nedostatkov.

2.1 Nizka efektivita trénovania

Neurénové siete beZne potrebuji vela opakovani
prikladov, na ktorych sa ucia. Pocet potrebnych opako-
vani obycCajne zévisi od velkosti siete, zloZitosti tlohy,
ako aj d'alsich faktorov (napr. hyperparametre siete).
Dizka trénovania vyrazne narastd u hibokych modelov,
ktoré sticasne potrebujui obrovské mnoZzstvo prikladov, a
tie sii naStastie v sti¢asnosti uz dostupné. Ukazuje sa, Ze
to pomaha tomu, aby sief predisla preudeniu (t.j. zame-
raniu sa na detaily v trénovacich datach), a tym paddom
slabej generalizicii (t.j. predikcii na testovacich datach).

Existuji aj snahy, ako zniZi{ Casovd naro¢nost
trénovania, lebo td uZ sa stidva aj ekologickym
problémom (trénovanie neurénovej siete je dost ener-
geticky naro¢né). Na druhej strane, si zname aj metody
ucenia na par prikladoch (few-shot learning), alebo len
jednom (one-shot learning), ale tie maju tieZ svoje ob-
medzenia a predstavuji len mald Cast pouZitelnych
pristupov.

DIhé trvanie uCenia méd dva hlavné dovody. Po
prvé, sief v podstate zacina pri trénovani od nuly (&isto
empiricky pristup), zatial ¢o u Cloveka sa predpokla-
dajui uz nejaké predispozicie alebo znalosti ziskané z
predchddzajicich skisenosti. Zndme st rézne heuris-
tiky ako sief spravne inicializovat, aby sa ,,dobre ucila”,
ale toto problém efektivnosti neriesi. Po druhé, ucenie
zlozitejSich klasifikacnych uloh predstavuje tzv. ne-



konvexny problém, ktorého dostato¢ne dobré rieSenie
(lokdlne minimum chybovej funkcie) hladdme ite-
rativnym spdsobom, ¢o je v podstate pohyb dosi na-
slepo vo vysokorozmernom priestore trénovatelnych
parametrov.

2.2 Nizka transparentnost

Nizka transparentnosi neurénovych sieti priamo
vyplyva z ich architektiry a reprezenticie znalosti
(pomocou redlnych cisel), ktoré st ukryté vo vahach
medzi neurénmi a aktivitich neurénov. Vzhladom na
tispesnost tychto modelov je dolezité hladal spdsoby,
ako neurénovym siefam lepSie porozumief. Vysvet-
litelnd umeld inteligencia sa stala doblezitou vetvou
vyskumu, zameranou na pochopenie réznych metéd
umelej inteligencie (Barredo Arrieta and others, 2020).
Sucastou tejto agendy je aj vysvetlenie toho, preco
neurénové sief ddva na vystupe to, ¢o ddva (Montavon
aspol., 2018). Vysvetlenia su ddleZité pre rozne cielové
skupiny, ¢i uz expertov, uZzivatelov alebo pacientov, s
¢im suvisia aj rozne Urovne vysvetlenia (expert rozumie
aj matematickym formuldm, zatial o bezny c¢lovek
uprednostni vysvetlenie v prirodzenom jazyku alebo
obrazkoch).

2.3 Absencia robustnosti

Absencia robustnosti natrénovanych neurénovych sieti
je najnovsie identifikovany problém, ktory brani v na-
sadzovani tychto modelov do rdznych kld¢ovych ap-
likdcii. Tento problém prakticky znamend, Ze sief sa
da l'ahko oklamat. Samozrejme, nie hocijako, ale ovela
trividlnejSie, nez ¢lovek. Genidlna mysSlienka autorov
(Szegedy a spol., 2014) tejto idey spocivala v ndvrhu
takych Specidlnych vstupov pre tspeSne natrénovani
siet, pre ktoré ddva tiplne zIé predikcie, Castokrat s vy-
sokou mierou presvedcenia.

Najbeznej$im prikladom je klasifikdcia obrazkov
do tried (priCom na pocte tried nezalezi). Natrénovana
sief s vysokou presnostou predikuje spravne triedy
na testovacich ddtach, no napriek tomu sa dd l'ahko
oklamat obrazkami, ktoré boli len mdlo, no velmi
$pecificky, pozmenené. To naznaluje, tieto vstupy si
dost zriedkavé na to, aby sa neprejavili na testovacej
chybe, no zdroven dost bezné, aby sa dali vhodnymi
metédami ndjsi. Skdmanie robustnosti neurénovych
siet{ patri medzi aktivne oblasti vyskumu (Beckova a
spol., 2020; P6cos a spol., 2022).

Absencia robustnosti je asi najvdcs$i problém,
pretoZze otazka bezpecnosti je v modernom technolo-
gickom svete klti¢ovd. Nutna dizka trénovania sa dé
zvladnuf, a v prospech toho hrd aj zrychlujici sa
hardvér. Nizka transparentnost sa moZno nikdy nebude
dat dplne prekonat, a moZno rieSenie bude spodivat v
ziskani doveryhodnosti systému umelej inteligencie, ak
bude spravne fungovat (ani ¢lovek nedokaZe vzdy jasne
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zddvodnif svoje rozhodnutie). AvSak absencia robust-
nosti nie je tolerovatelna, aj preto, Ze Clovek pontka
spolahlivejsie, robustnejSie rieSenie, z ¢oho vyplyva
d'alsia potreba inSpirovat sa biologickymi systémami.
Pozornost je jednou z ciest.

3 Mechanizmy pozornosti

Pozornost je pojem zndmy v beznom jazyku ale aj vo
vedeckom skimani, najmé v psycholdgii a neurovede.
Pociatky jeho skimania siahaji na koniec 19. storodia,
ked svetovo zndmy americky filozof William James ju
opisal nasledovne: ,,Kazdy vie, o je pozornost. Je to
ovladnutie mysle, v jasnej a Zivej forme, jednym zo
zdanlivo niekolkych sii¢asne moZnych objektov alebo
mySlienkovych pochodov.” (James, 1890).

Odvtedy sa vsSak chdpanie pozornosti vyrazne po-
sunulo, az do takej miery, Ze sicasnd perspektivu nie-
ktor{ autori, napriklad Hommel a spol. (2019), opisuji
vel'mi pesimisticky: ,,Nikto nevie, ¢o pozornosf je.” V
¢lanku argumentuju, Ze existujd tri hlavné problémy v
chépani konceptu pozornosti u ludi: Po prvé, koncept
pozornosti vyvoldva mylné predstavy o jednom kohe-
rentnom stbore kognitivnych alebo nervovych operacii,
v zavislosti od Urovne analyzy, ktoré vSetky prispievaji
k tomu, ¢o nazyvame ,,pozornost”. Ako druhy problém
uvadzaji to, Ze pozornost sa uvadza ako problém, ktory
sa snazime vysvetlif, ale aj ako samotné vysvetlenie
(napr. pozornost ako vysledok kapacitnych obmedzeni
mozgu na jednej strane, verzus pozornost ako schop-
nost vysporiadaf sa s tymito obmedzeniami). A po tre-
tie, predpoklada sa, Ze pozornost predstavuje konkrétny
subor kognitivnych alebo nervovych operécii od inych,
zdanlivo odlisnych operacii, ako su tie, ktoré stvisia
s rozhodnutiami, zamermi, motivaciou, emodciami ale
najmi planovanim a vykondvanim akcii.

Je teda zlozité ndjst jednotiaci konceptudlny ramec,
ktory by zastreSil vSetky vyznamy pozornosti, no nie-
ktor{ autori sa o to snazia (Lindsay, 2020).

3.1 Koncept pozornosti v psychologii a neurovede

Vedecké skimanie pozornosti ma svoj pdvod v psy-
choldgii, kde ddsledné experimentovanie so spravanim
mdZe viest k presnym prejavom tendencii a vlastnosti
pozornosti pri rdoznych podmienkach. Cielom kog-
nitivnej vedy a kognitivnej psycholdgie je premenit
tieto pozorovania na modely mentdlnych procesov,
ktoré by mohli vytvdraf takéto vzorce sprdvania.
Takychro teoretickych a vypoctovych modelov
bolo vytvorenych vela, s réznymi predpokladanymi
zakladnymi mechanizmami (Driver, 2001; Borji a Itti,
2013).

V oblasti neurovedy zase dostupnost dit z ne-
urofyziologickych merani aktivit neurénov v mozgu
u zvierat, spolu s neinvazivnymi metédami merana



ludskej mozgovej aktivity (ako napr. EEG, fMRI a
MEG), umoznili priamo pozoroval zdkladné neurélne
koreldty kognitivnych procesov. To priamo umoZziuje
ndvrh vypoctovych neurdlnych modelov, ktoré dokdzu
replikovat empirické déta a pontikat tak mechanistické
vysvetlenie r6znych prejavov pozornosti.

Spektrum toho, ¢o oznacujeme ako pozornost je na-
ozaj rozmanité. Pri nahliadnuti do ucebnic kognitivne;j
psycholégie (napr. Eysenck a Keane 2000) nachddzame
rozne priklady schopnosti: (1) vybraf vonkajSie uda-
losti pre d alSie interné spracovanie (sustredend pozor-
nost); (2) ignorovat zavadzajiice informacie a/alebo ire-
levantné lokdcie (selektivna pozornost); (3) automa-
ticky spracovaval nepodstatné informdcie (mimovolna
pozornost); (4) selektivne integrovat informdcie pat-
riace k jednej udalosti v rdmci zmyslovych modalit
a medzi nimi (integricia informécii); (5) uprednost-
nif spracovanie udalosti z konkrétnej lokécie (priesto-
rovd pozornost); (6) systematicky vyhladdvat cielovi
udalost (vizudlne vyhladdvanie); (7) vykonavaf via-
cero uloh stcasne (rozdelend pozornost); (8) ovladat
priestorové parametre pohybov oci (selektivna pozor-
nos{ na akciu); (9) uprednostnif jeden ciel pred os-
tatnymi (pozornost zamerand na ciel); (10) uprednost-
nif jeden objekt, pamifovi poloZku alebo vedomd re-
prezenticiu pred ostatnymi (objektovo sdstredend po-
zornost); a (11) konsolidovaf informécie pre neskorSie
pouZitie a sustredii sa na oakdvanie moZznej udalosti
pocas urtitého Easu (trvald pozornost).

Kazdopadne, tieto rdzne typy pozornosti je mozné
kategorizovat, ¢o trochu zvySuje ich pochopenie. Lind-
say (2020) uvadza nasledovné typy pozornosti: (1) Po-
zornost ako nabudenie alebo ako bdelost, (2) senzo-
rickd pozornost v rdoznych modalitach (s dominanciou
vizudlnej), zamerand na priznaky, alebo na lokdciu, (3)
pozornost pri exekutivnom riadeni, a (4) interakcie po-
zornosti s paméfou. S typmi pozornosti sa spajaju rozne
aspekty, ako napr. skrytd/otvorend (angl. covert/overt)
pozornost, procesy zdola nahor verzus zhora nadol.

ZrozumiteInd schému funkénych mechanizmov
pozornosti vyjadruje obr. 1. Ide o permanentnu interak-
ciu s prostredim, v rdmci ktorej sa uplatiiuji Styri kom-
ponenty: (1) pracovnd pamit, (2) ovladdanie senzitivity,
(3) kompetitivna selekcia a (4) automatické filtrovanie
vyznac¢nych stimulov. Kazdy proces vyrazne a zdsadne
svojim spOsobom prispieva k pozornosti, pri¢om volou
riadené zameranie pozornosti zahfiia prvé tri procesy,
fungujice zhora nadol, ktoré funguji v rekurentnej
slu¢ke. Opacnym smerom pdsobi automatickd detekcia
vyznaénych stimulov.

Pracovnd pamif je Specifickd forma pamiti, cez
ktort prechddza spracovanie akejkol'vek senzorickej in-
formdcie nielen z okolitého sveta, ale aj vnitorného
sveta. Obsah pracovnej pamite (s kapacitnymi ob-
medzeniami) je tak okamZite spracovatelny v da-
nom kontexte a stiva sa predmetom pozornosti. To,
ktora informacia ziska pristup do pracovnej pamiiti, je
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Obr. 1. Funk¢éné mechanizmy pozornosti (podla Knud-
sen 2007).

vysledkom kompetitivnej selekcie (sifaZzenia o miesto
v pracovnej pamiiti). Pracovnd pamit sa tyka vSetkych
modalit a ma v nich svoje Specifikd. Je Siroko distribu-
ovand v mozgu, s centrom riadenia v prefrontdlnej kore.
Ovladanie citlivosti modulované zhora nadol hra
kld¢ovi tlohu pri optimalizdcii informdcie, ktord
je v centre pozornosti. To sa dosahuje bud zame-
ranim pohladu na objekt, ¢im sa zvySuje priesto-
rové rozliSenie, alebo zvySenim pomeru signdl-Sum.
Toto sa tyka vsetkych senzorickych modalit, pamiiti,
aj vnutornych stavov. Neurdlna evidencia tychto mo-
dulacnych procesov pochddza najmé z (invazivnych)
elektrofyziologickych merani najmé na mozgoch opic,
kde vidief zmeny citlivosti neurénov, pri¢om ich
zniZenie, resp. zvySenie (t.j. miery aktivity neurénu)
sa potom d4 interpretovat ako neurdlna implementacia
miery pozornosti. Informécia sa moze dostat do mozgu
aj zdola nahor, bez zasahovania mechanizmov zhora na-
dol. Prikladom sd podnety s vysokou vyzna¢nostou,
ktoré skratka automaticky upitaju pozornost Eloveka
alebo zvierata. Takyto pristup k pracovnej pamiiti ria-
deny vonkajsimi podnetmi, beZzne oznaCovany ako po-
zornost zdola nahor, odrdza t¢inky filtrov vyzna&nosti
(salientnosti) na mnohych drovniach v centrdlnom ner-
vovom systéme, ktoré selektuji vlastnosti tych podne-
tov, ktoré budu pravdepodobne dodlezité. Tieto filtre su
realizované réznymi neurdlnymi mechanizmami.
Prezentovany pohlad navodzuje konceptualizdciu
pozornosti ako inherentnej sucasti vSetkych per-
ceptudlnych a kognitivnych procesov Cloveka ¢i zvie-
rafa, ktord funguje v permanentnej slucke, v rdmci
ktorej dochadza k adaptivnemu a flexibilnému riade-



Tab. 1. Typické pristupy k mechanizmom pozornosti v
strojovom ucenf (prevzaté z Niu a spol. (2021)).

Kritérium Pozornost
jemnos{ pozornosti spojtd/diskrétna
globélna/lokélna

forma vstupnych
priznakov
vstupné reprezentacie

na polozku

na lokéciu

vzajomnd, na seba,
spolocnd, hierarchicka
jeden vystup, viac hlav,
viacrozmerna

vystupné reprezenticie

niu obsahu prave spracovdvanej informdcie. Této in-
formécia moZe pritom pochéadzat z vonkajSieho prostre-
dia (vlastnost objektu, lokécia v priestore) alebo moze
byl interne generovand (obsah dlhodobej pamiti, pra-
vidlo relevantné pre rozhodovanie). Chun a spol. (2011)
pontkaji taxondmiu mechanizmov pozornosti prave z
tejto perspektivy. Sucasne argumentujd proti existencii
jednotiaceho modelu pozornosti vzhladom na rozmani-
tost mechanizmov, ktoré stoja za jej prejavmi.

3.2 Koncept pozornosti v strojovom uceni

Mechanizmy pozornosti v umelych systémoch nie su
novou zéleZitosfou, no napriek trom dekddam vyskumu
v tejto oblasti, najmi v umelych neurénovych sietach,
¢loveka. Mechanizmy pozornosti boli aplikované v
mnohych dlohdch (pozri napr. prehlad v Niu a spol.
(2021)), no najvyznamnejSie dve oblasti predstavuje
prirodzeny jazyk (Galassi a spol., 2021), ktory zahfiia
rozne dlohy a pocitacové videnie (Guo a spol., 2022),
kde najcastejSou ulohou je klasifikdcia obrazovych dat.

Typickd implementicia pozornostného mecha-
nizmu spoéiva v tom, Ze sief sa trénuje s ulitelom
(najCastejSie pomocou algoritmu spdtného S$irenia
chyby) tak, aby dokdzala spravne riesit dlohy vd aka za-
meraniu pozornosti na ¢ast vstupu. Za touto naucenou
schopnosfou sa skryva iterativne nastavenie matic pa-
rametrov, ktoré urcuji algebraické transformacie vekto-
rov aktivit na réznych vrstvach siete (spolu s nelineari-
tami neurénov). Mechanizmy pozornosti pritom pocas
testovania pdsobia typicky zdola nahor.

V oblasti strojového ucenia tieZ existuji snahy o
unifikdciu mechanizmov pozornosti, mozZno aj preto, Ze
spektrum existujicich mechanizmov a pouZzitych repre-
zentécif je ovela uZsie ako v mozgu. Niu a spol. (2021)
vo svojom prehlade vyskumu prezentovali jednotiaci
model pozornosti (obr. 4 v ¢lanku), ktory sa tyka hl-
bokych neurénovych sieti. Mechanizmy pozornosti roz-
delili podla Styroch kritérii, ako zndzorfiuje tab. 1.

Pri klasifikdcii obrdzkov model zameria pozornost
na Cast obrdzka, ktord vyrazne prispeje k predikcii
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spravnej kategdrie, alebo pri jazykovom preklade na re-
levantné slovo zdrojovej vety. Pri rozliSovani spdsobu
vahovania jednotlivych komponentov hovorime o spo-
jitej (alebo globdlnej) pozornosti, ak ku kazdému kom-
ponentu prislicha kladnd vaha, hoci aj velmi mala.
V pripade ,,ostrého” vyberu komponentov hovorime o
diskrétnej pozornosti.

Ak vstupné priznaky si vektory, hovorime o po-
zornosti na poloZku, pri¢om pozornost je smerovand na
jednotlivé vstupné vektory. Menej Castym pripadom je
pozornost na lokéciu, ktord sa vyuZziva ak neméme viac
vstupov, no chceme ndjst nejaki informativnu oblast
vstupu (pouZiva sa najmé na obrazky).

Vypocet pozornostnych vah zdvisi od zdroja in-
formécii. Ak po&itame pozornost jedného vektora
vzhl'adom na druhy, ide o vzdjomnd pozornost (napr.
pri preklade vety do iného jazyka). V pripade, Ze v
tomto procese figuruje iba jeden vektor, ide o pozornost
na seba (klasifikdcia obrdzka). V niektorych aplikacidch
je moZné mieSaf pozornost reprezenticii z réznych
priznakov. Tu hovorime o spolo¢nej pozornosti. Napo-
kon, pozornost mdZze byt aj hierarchickd, napriklad ked
mame viac drovni reprezenticie a v kazdej pouZijeme
nejakd formu pozornosti.

Co sa tyka vystupu pozornostného mechanizmu,
ten mdZeme reprezentoval rdzne. BeZny spOsob je
pouzif jeden vystup (zvylajne vektor) ktory sumari-
zuje niekol'ko vstupnych vektorov. Rozsirenim tejto
mySlienky je pouZitie viacerych pozornostnych hldv,
ktoré podporuji bohatSiu reprezenticiu informéicie v
modeli. Zaujimavou alternativou je aplikovanie viacroz-
mernej pozornosti, ktord pri vhodnej aplikacii pontka
moznost zmysluplnej reprezentdcie vstupu viacerymi
moZnymi sposobmi.

V aktudlnom prehladovom ¢€lénku Guo a spol.
(2022) pontkaju alternativnu taxonémiu pristupov s
vyuzitim mechanizmov pozornosti v oblasti pocitacého
videnia. Tieto mechanizmy boli vyuZzité v rdéznych
ulohich, t.j. okrem Kklasifikdcie obrazu pri detekcii
objektov, sémantickej segmentdcii, porozumenia Vi-
deu, generovania obrazu, 3D videnia, ako aj mul-
timodalnych tlohach. Pozornosi v tychto pristupoch
mozno algoritmicky zameraf na rdzne aspekty (lokécia,
Cas, farebny kandl, alebo aj vetvu v spracovani, napr.
lokalnu/globdlnu), ako aj ich kombindcie. Z ¢lanku je
zrejmé, Ze rozmanitost modelov v ostatnych rokoch
narastla vyznamne.

4 Zaver

Je zrejmé, Ze mechanizmy pozornosti sa stali kl'i¢ovou
sti¢astou modelov neurénovych sieti s cielom vylepsit
ich vlastnosti. Toto sa ciastocne podarilo, pretoZe po-
zornost poméha zvySovat presnost modelov a prispieva
ich k ich vysvetlitelnosti (aj ked na pomerne nizkej
drovni). Napriek rozmanitosti pristupov pretrvavajicim



problémom ostava najmi absencia robustnosti. V tomto
moZné, Ze vyrieSenie tohto problému si bude vyzadovat
aj iné koncepty neZ pozornost.

Pri snahe o porovnanie mechanizmov pozornosti v
psycholdgii a v strojovom udeni mdéZeme pozorovat, Ze
existuje iastoény prekryv medzi oboma oblastami, ked
niektoré koncepty maju aj svoje naprotivky. Napr. Lind-
say (2020) uvadza len dva priklady: otvorend vizudlna
pozornost u &loveka pripomina diskrétnu priestorovi
pozornost v umelom systéme, a skrytd vizudlna pozor-
nost odpoveda spojitej vizuélnej pozornosti zameranej
na lokdaciu alebo na nejakd ¢rtu. Jednym zo zakladnych
rozdielov je to, Ze v Zivych systémoch dominuje mecha-
nizmus pozornosti zhora nadol, a to v rdmci permanent-
nej slucky s prostredim. Toto absentuje pri klasifikacii
obrdzkov, ale aj pri inych dlohdch. V kaZdom pripade,
zakomponovanie mechanizmu pozornosti sa zdd byt
nutnou, a mozno nepostacujicou zlozkou pri dosia-
hnuti vysvetlitelného a robustného umelého systému s
efektivnym ucenim.
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