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Abstrakt

Vprı́spevku sa zamýšl’ame nad vysvetl’ovanı́m povahy kog-
nitı́vnych procesov ako prejavovmysle. Uvádzame a porov-
návame existujúce teórie a paradigmy v kognitı́vnej vede z
reprezentačno-výpočtového pohl’adu, pričom zameriavame
pozornost’ na diskrétne a spojité formy reprezentácie, ako
aj spojitú a diskrétnu dynamiku. Argumentujeme, že ko-
nekcionizmus má najbližšie k vysvetleniu mysle a jej preja-
vov, avšak nie z dôvodu spojitosti reprezentáciı́, ale vd’aka
schopnosti učenia a generalizácie. Pojednávame aj o abs-
trakcii ako dôležitom aspekte l’udskej kognı́cie, ktorý obja-
sňujeme z pohl’adu neurovedy. V závere konštatujeme, že
reprezentačný pluralizmus v kognitı́vnej vede je z epistemo-
logického hl’adiska užitočný, najmä v kontexte budovania
inteligentných robotických systémov, no možno v budúc-
nosti nie nevyhnutný, čo sa týka mechanistického pochope-
nia mysle.

1 Úvod

Dlhodobou ambı́ciou kognitı́vnej vedy je vysvetlit’podstatu
l’udskejmysle ako entity, v ktorej prebiehajú kognitı́vne pro-
cesy subjektu. Primárnemáme namysli biologické subjekty
(človeka alebo zvieratá), no môžeme uvažovat’ aj o (ume-
lých) kognitı́vnych procesoch v súvislosti s artefaktami,
napr. robotmi, od ktorých očakávame nejaké prejavy „in-
teligentného” správania. Komplikáciou v kognitı́vnej vede
je to, že pojem mysle, na rozdiel od mozgu ako predpokla-
daného neurálneho substrátu, je vo svojej podstate vágny,
a preto dáva priestor pre rôzne pohl’ady, v rámci ktorých sa
ponúkajú odpovede. Napredujúce empirické vedy (psycho-
lógia, kognitı́vna neuroveda a iné) ovplyvňujú tieto para-
digmy, pričom sa vychádza z konsenzu, že empirické po-
znatky sú zdrojom informácie pre modifikáciu vedeckých
teóriı́, aj ked’to st’ažujú prı́pady nejednoznačnej interpretá-
cie výsledkov experimentu.

Napriek komplikáciám sa ako dominantný prı́stup
k poznávaniu mysle vyprofiloval reprezentačno-výpočtový
pohl’ad [37] založený na hypotéze, že v mysli existujúmen-
tálne reprezentácie (analógie dátových štruktúr), nad kto-
rými sa realizujú nejaké operácie (výpočty). Týmto sa však

len presunulo bremeno vysvetl’ovania, pretože ani pojmy re-
prezentácie a počı́tania nie sú jednoznačne interpretované.
Do akej miery tieto reprezentácie a výpočty súvisia s moz-
gom, závisı́ od paradigmy, ktorú uznávame. V každom prı́-
pade však môžeme predpokladat’to, že kognitı́vne procesy
prebiehajú v čase a v nejakom priestore reprezentáciı́. Po-
tom sa môžeme pýtat’, či ten čas a priestor sú vo svojej
podstate diskrétne alebo spojité veličiny. Inak povedané, či
jemysel’diskrétna alebo spojitá, alebo aj-aj. Reprezentačno-
výpočtový prı́stup je akceptovaný v rôznych výpočtových
paradigmách kognitı́vnej vedy (spomı́naných d’alej). Výpo-
čtové modelovanie považujeme za nepostrádatel’nú súčast’
mechanistického poznávania mysle, pretože okrem snahy o
vysvetlenie l’udskej kognı́cie tieto paradigmy možno využit’
aj pri konštruovanı́ inteligentných (robotických) systémov,
čı́m sa rozširuje horizont kognitı́vnej vedy [7].

Koexistencia rôznych vysvetlenı́ kl’účových pojmov
(reprezentácia, počı́tanie) vedie k určitému pluralizmu. V
tomto prı́spevku sa zamýšl’ame nad otázkou pluralizmu
z pohl’adu umelej inteligencie (UI), ale aj psychológie a
neurovedy. Ďalej budeme argumentovat’, že reprezentačný
pluralizmus je sı́ce užitočný (v UI), no z hl’adiska ontolo-
gickej podstaty l’udskej mysle nie nevyhnutný. Zdôvod-
nı́me, v čom tkvie výhoda konekcionistickej paradigmy,
ktorá má spomedzi existujúcich prı́stupov najlepšie pred-
poklady na najkompletnejšı́ opis kognitı́vnych procesov.

V tomto prı́spevku najprv stručne sumarizujeme
hlavné teórie (čast’2) a hlavné výpočtové paradigmy v kog-
nitı́vnej vede (čast’ 3), a tie potom navzájom porovnáme
(čast’4). Ďalej zameriame pozornost’na porovnanie dvoch
dynamı́k formálnych systémov (čast’5). Spomenieme zopár
argumentov v kontexte rozdielnostı́ medzi symbolizmom a
konekcionizmom (čast’ 6) a napokon pojednávame o ne-
urovednom pohl’ade na abstrakciu ako dôležitú vlastnost’
kognı́cie (čast’7). Záver je stručným zhrnutı́m našej argu-
mentácie (čast’8).

2 Teoretické smery v kognitı́vnej vede

Prvý teoretický smer – symbolizmus (kognitivizmus) bol
podnietený zrodom konceptu Turingovho stroja ako hypo-
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Kogńıcia a umelý život 2013, Stará Lesná



tetického univerzálneho počı́tača, a vynájdenı́mmoderných
digitálnych počı́tačov. Základným konceptom sú diskrétne
výpočty so symbolmi. Pod pojmom symbol máme na mysli
amodálny symbol – konštrukt zavedený v kognitı́vnej psy-
chológii na označenie reprezentácie nezávislej od moda-
lı́t (vstupných senzorických podsystémov). Symbolový po-
hl’ad na mysel’je dodnes považovaný za tú správnu úroveň
opisu najmä v kontexte vysvetl’ovania procesov tzv. vyššej
kognı́cie, ako je usudzovanie, plánovanie, a tiež použı́vanie
prirodzeného jazyka (napr. [8, 25, 30], kde kognitı́vne pro-
cesy sú oddelené od perceptuálnych a motorických proce-
sov.Mentálne operácie sú realizované pomocou vnútorného
jazyka mysle, napr. mentálčiny [8]. Výhodou symbolizmu
je, že poskytuje silné matematické a logické formalizmy,
ktoré sú zväčša transparentné a preto človeku zrozumitel’né.
Pre človeka je prirodzené uvažovat’v termı́noch diskrétnych
podmienok, pravidiel, propozı́ciı́ a logických inferenciı́.

V kognitı́vnej psychológii sa v 70. rokoch minulého
storočia začali objavovat’skeptické pohl’ady na centrálnost’
(vnútorných) reprezentáciı́ a symbolového spracovania in-
formácie v l’udskej kognı́cii a začali vznikat’alternatı́vne te-
órie. K takýmto smerom patrı́ ekologická psychológia [10],
ktorá zdôrazňovala, že „nie je dôležité, čo je vo vnútri hlavy,
ale vnútri čoho (akého prostredia) sa hlava nachádza.” Tento
teoretický smer plynulo prešiel od 80. rokov do teórie si-
tuovanej kognı́cie, ktorá bola postavená na predpokladoch,
že l’udská inteligencia je fundamentálne interaktı́vna a fun-
damentálne neoddelitel’ná od kontextu [13].

Dôraz na interakciu s prostredı́m ostal v centre po-
zornosti aj nad’alej, no v 90. rokoch sa začal klást’dôraz na
reprezentácie, ktoré túto interakciu umožňovali, a to v rámci
stelesnenej kognı́cie. Existuje viacero pohl’adov na steles-
nenú kognı́ciu [40]. Barsalou navrhol zastrešujúci termı́n
ukotvená kognı́cia [2], ktorý zjednocuje rôzne aspekty ste-
lesnenia a situovania v prostredı́, vrátane konceptu tzv. ro-
zšı́renej mysle (extended mind). Silnú podporu pre túto
paradigmu v kognitı́vnej vede možno nájst’ v narastajúcej
empirickej evidencii (za ostatných 20 rokov), či už z beha-
viorálnych štúdiı́ alebo zobrazovacı́chmetód (pozri referen-
cie v [2]). Táto evidencia napovedá, že všetky kognitı́vne
funkcie (vrátane tých vyššı́ch) sa do istej miery „opierajú”
o (nı́zkoúrovňové) senzomotorické procesy. Inými slovami,
neurálne reprezentácie vyššı́ch a nižšı́ch kognitı́vnych pro-
cesov majú prienik. Tieto teórie tiež pracujú s pojmom
symbol, avšak v zmysle modálnych symbolov. Naprı́klad,
vplyvná teória tzv. perceptuálnych symbolov [1] postuluje
existenciu symbolov, ktoré sú realizované pomocou mul-
timodálnych reprezentáciı́, a ktoré v podstate zodpovedajú
pojmom (mentálnym kategóriám).

3 Výpočtové paradigmy v kognitı́vnej vede

V priebehu zhruba 60 rokov existencie kognı́vnej vedy sa
v nej vyprofilovali štyri výpočtové paradigmy: symbolová,
konekcionistická, dynamická a pravdepodobnostná1 (v ta-
komto poradı́ vzniku). Tieto paradigmy sa vzájomne lı́šia
predpokladanými reprezentáciami a spôsobmi výpočtu.

Pojem reprezentácie sa bežne použı́va v kognitı́vnej
psychológii, lingvistike i UI. Jazykový pôvod tohto pojmu
napovedá, že ide o re-prezentovanie niečoho vonkajšieho
(vo svete) niekde inde, vo vnútri nejakého systému (živého
alebo umelého) alebo i na papieri. V kognitı́vnej psycholó-
gii sa hovorı́ o mentálnych reprezentáciách, čo je v podstate
prvý teoretický konštrukt v kognitı́vnej vede [26]. Korene
pojmu mentálna reprezentácia však siahajú až do antických
čias, ked’ širšie chápanie tohto pojmu medzi filozofmi ne-
malo výpočtový charakter. Tradičná polemika v kognitı́vnej
vede sa týka povahy týchto reprezentáciı́, čo reflektujú aj
jednotlivé paradigmy kognitı́vnej vedy.

Symbolizmus je konceptuálne úzko spätý s digitál-
nym počı́tačom, ktorý realizuje diskrétne výpočty so sym-
bolmi. Výpočet v počı́tači prebieha za pomoci dvoch kl’ú-
čových komponentov: procesora a pamäte. Interakcia po-
čı́tača s prostredı́m je na periférii záujmu a prebieha pro-
strednı́ctvom vstupno-výstupných podsystémov. Procesor
sériovým spôsobom spracováva symboly, uložené v pamäti
a vykonáva pritom inštrukcie podl’a programu uloženého
v inej časti pamäte. Klasická paradigma konceptualizuje
mysel’ako výpočtový stroj, oddelitel’ný od prostredia, ktorý
manipuluje s internými symbolmi, odvodenými (zvonku)
pomocou transdukcie z prostredia, podl’a logických pravi-
diel. Výpočtovú teóriu mysle vystihuje hypotéza o fyzi-
kálnom symbolovom systéme, ktorý „disponuje nutnými a
postačujúcimi prostriedkami na všeobecné inteligentné ko-
nanie” [19]. Koncept univerzálneho Turingovho stroja je
sı́ce dôležitý v kontexte abstraktného počı́tania, avšak nie
je relevantný pre UI a kognitı́vnu vedu, pretože neprispel
k riešeniu praktických úloh UI, a ani k tomu, ako pracuje
mozog [32].

Konekcionizmus spochybňuje základný predpoklad
tradičnej UI, že mentálne procesy možno najlepšie charak-
terizovat’ako algoritmické manipulácie so symbolmi. Ko-
nekcionizmus však nie je homogénnou skupinou, ale spek-
trom metód, ktoré boli inšpirované architektúrou a fungo-
vanı́m mozgu (inšpirácia „zdola”). Sila konekcionistického
systému – umelej neurónovej siete – nie je v samotných
neurónoch, ale v ich vzájomných (excitačných a inhibi-
čných) prepojeniach a interakcii. Paralelné spracovanie a

1V literatúre sa pravdepodobnostný prı́stup (verı́m, že zatial’) neob-
javuje ako samostatná paradigma. Domnievam sa však, že je dostatočne
principiálny a odlišný od ostatných prı́stupov, preto si nálepku paradigma
zaslúži.
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distribuovanost’aktivity2 predstavujú základný rozdiel v ar-
chitektúre v porovnanı́ so symbolovým systémom, pretože
každý neurón je súčasne procesorom aj pamät’ou (aj ked’ele-
mentárnou). Taktiež, povaha komunikácie medzi neurónmi
má numerický a nie symbolový charakter, preto hovorı́me
v prı́pade sietı́ o subsymbolových reprezentáciách. Neuró-
nová siet’v podstate realizuje nelineárne vektorové operácie
v metrickom (euklidovskom) priestore. Je zrejmé, že takéto
operácie a reprezentácie sú v porovnanı́ so symbolovými
ovel’a menej transparentné (siet’ako „čierna skrinka”). Na-
št’astie existujú techniky zhlukovania a vizualizácie mno-
horozmerných dát, vd’aka ktorým môžeme zist’ovat’, čo sa
v neurónovej sieti deje [20].

Dynamický prı́stup je charakteristický úzkym pre-
pojenı́m agenta na prostredie (na rozdiel od symbolizmu
a konekcionizmu, pozri aj [6]), v procese permanentnej
vzájomnej interakcie, ktorá prebieha v spojitom priestore
a čase, a ktorá sa dá najlepšie opı́sat’pomocou diferenciál-
nych rovnı́c [27]. Dôraz sa teda kladie na situovanost’a ste-
lesnenost’ l’udského správania [29], čo je intuitı́vne zrejmé
hlavne pri vysvetl’ovanı́ bezprostrednej senzomotorickej in-
terakcie agenta s okolı́m. Dynamický prı́stup má tiež svoje
vnútorné členenie. Radikálna dynamická platforma popiera
akékol’vek reprezentácie, zatial’čo mäkšia platforma ich ne-
vylučuje, čiže je konzistentná s reprezentačno-výpočtovým
pohl’adom. Dynamický prı́stup ku spoznávaniu vonkajšieho
sveta je konzistentný so zjednávacı́m (enactive) prı́stupom
[35], kde sa dôraz z vnútorných reprezentáciı́ (vopred da-
ného) vonkajšieho sveta presúva na vnı́manie a jednanie vo
svete, ktorý sa takto spoluvytvára. Vytráca sa dichotomické
delenie na subjekt a objekt poznania.

Pravdepodobnostný prı́stup sa stal populárny v kog-
nitı́vnej vede najmä v ostatnej dekáde rokov [23]. Ide o
teoreticky podložený (bayesovský) prı́stup, ktorý využı́va
široké spektrum reprezentáciı́ (stromy, vektory, logické pra-
vidlá atd’.), kombinuje ich so štatistickým učenı́m a inferen-
ciami za prı́tomnosti neurčitosti. Ponúka vysvetlenie rôz-
nych prejavov l’udského správania (pozri [11] a tamojšie
referencie). Postupuje zhora, od funkcie ktorú chceme vy-
svetlit’, pričom sa hl’adajú optimálne reprezentácie dát. Tak-
tiež zahŕňa aspekt vrodené–zı́skané v podobe tzv. induk-
tı́vnych predispozı́ciı́ (inductive biases), čo sú v podstate
apriórne distribúcie veličı́n na množine hypotéz (vrodené),
ktoré vstupujú do výpočtu posteriórnych distribúciı́ (zı́s-
kané). Jedným z problémov pravdepodobnostného prı́stupu
je však jeho výpočtová neúnosnost’ v prı́pade zložitejšı́ch
problémov [18].

2Aj ked’ treba upresnit’, že tzv. lokalistické modely neurónových sietı́
(teda nie distribuované) pracujú s reprezentáciami, ktoré možno nazvat’
symbolovými.

Úrovne analýzy Symb Kon Dyn Pr
výpočtová + + + +
algoritmická + + + +
implementačná − + − −

Tabul’ka 1: Relevantnost’ úrovnı́ analýzy v jednotlivých
výpočtových paradigmách kognitı́vnej vedy (symbolovej,
konekcionistickej, dynamickej, a pravdepodobnostnej).

4 Porovnanie paradigiem

V snahe porovnat’ jednotlivé paradigmy sa na ne môžeme
pozriet’ z pohl’adu teórie troch nezávislých úrovnı́ analýzy
(vysvetlenia nejakého fenoménu), a to výpočtovej, algo-
ritmickej a implementačnej, ktorú Marr [17] rozpracoval
v kontexte modelovania vizuálneho spracovania informá-
cie, a ktorá výrazne ovplyvnila kognitı́vnu vedu. Výpočtová
úroveň definuje výpočty, ktoré treba vykonat’, naprı́klad po-
mocou matematickej funkcie alebo špecifikácie úlohy. Al-
goritmická úroveň špecifikuje použité reprezentácie ucho-
vávajúce informácie, a výpočty s nimi. Implementačná úro-
veň špecifikuje procesy spracovania informácie, ktoré sú
viazané na konkrétny hardvér, ktorý je použitý na imple-
mentáciu. Medzi úrovňami platı́ vzt’ah tzv. viacnásobnej re-
alizovatel’nosti, čo znamená, že jeden opis na vyššej úrovni
sa dá transformovat’na viacero opisov na nižšej úrovni.3

Marrova teória bola silne ovplyvnená symbolizmom,
ktorý implementačnú úroveň považuje za nepodstatnú. Toto
je pochopitel’né v prı́pade počı́tača, ktorý je naozaj duálnou
entitou s nezávislým hardvérom a softvérom, kde algoritmy
sa menia na implementáciu úplne automatickým procesom
kompilácie (t. j. prekladu do hardvérovo-závislého strojo-
vého kódu). Avšak, v prı́pade mozgu nemožno neurálnu
implementáciu automaticky odvodit’ z nejakého opisu na
vyššej úrovni. Mozog nebol nikým skonštruovaný, ale sa
evolvoval tak, aby umožnil organizmu efektı́vne konat’v dy-
namickom prostredı́ [3]. Implementačná úroveň hrá dôle-
žitú úlohu a mala by byt’vhodne spojená s opisom na vyššej
úrovni, aby nám to ul’ahčilo interpretáciu jej funkcie.

Jednotlivé paradigmy možno porovnat’, čo sa týka re-
levantnosti jednotlivých úrovnı́ analýzy (viac v [7]). Po-
rovnanie znázorňuje tabul’ka 1. Je vidiet’, že iba konekci-
onistická paradigma zahŕňa všetky tri úrovne. Symboliz-
mus a pravdepodobnostný prı́stup zjednocujú dva aspekty.
Po prvé, oba prı́stupy ponúkajú vysvetlenia na výpočto-

3Ako ilustračný prı́klad uvažujme násobenie dvoch viacciferných čı́sel.
To je teda ciel’ výpočtu, ktorý sa dá dosiahnut’ rôznymi algoritmami, na-
prı́klad takým, ktorý človek bežne použı́va, a v ktorom sa medzivýsledky
násobenia (jedného čı́sla čı́slicou druhého čı́sla) zapı́šu pod seba a potom
sa sčı́tajú. Napokon, implementačná úroveň už predstavuje konkrétnu rea-
lizáciu tohto algoritmu v nejakom fyzickom médiu (počı́tač, pero a papier
a i.).
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Učenie je silnou stránkou
Distribuovanost’ − +

− Symbolizmus Pravdep. modely
+ Dynam. systémy Konekcionizmus

Tabul’ka 2: Porovnanie paradigiem z pohl’adu vybraných
charakteristı́k.

vej úrovni, ktorú nepovažujú len za abstrakciu od inherent-
nýchmechanizmov (pravdepodobne neurálnych), ale za ne-
závislú úroveň vysvetlenia nejakého fenoménu. Po druhé,
oba prı́stupy sú symbolové, no lı́šia sa v tom, že pravde-
pobnostné modely použı́vajú spojité reprezentácie (pravde-
podobnostı́). Konekcionizmus a dynamické systémy pred-
stavujú subsymbolové prı́stupy, pričom je medzi nimi sú-
vis (rekurentné neurónové siete sú prı́kladmi dynamických
systémov) [6, 24]. Porovnanie paradigiem z pohl’adu uve-
dených charakteristı́k ponúkame v tabul’ke 2. Tu máme na
mysli to (1) či učenie je silnou stránkou paradigmy, a (2)
či paradigma využı́va lokalistické alebo distribuované re-
prezentácie.4 Z tabul’ky je vidiet’, že aj z pohl’adu týchto
dvoch charakteristı́k sú neurónové siete pritipólom symbo-
lizmu. Za kl’účovú vlastnost’neurónových sietı́ považujeme
(1) schopnost’ zovšeobecnenia (vd’aka distribuovaným re-
prezentáciám) a (2) schopnost’učenia, t. j. realizáciu ele-
mentárnych zmien v znalosti systému (dlhodobej pamäti).
V komplexných úlohách nie je principiálne možné vložit’
všetky znalosti do systému; ten sa ich však môže naučit’(čo
vo všeobecnosti nie je vôbec l’ahké).

Aj ked’ každá z paradigiem má svoje špecifiká, naj-
signifikantnejšı́ rozdiel sa týka priepasti medzi symbolo-
vými výpočtovými prı́stupmi a konekcionizmom (kde sú kl’ú-
čové rekurentné neurónové siete schopné pracovat’ sekve-
nčne). Pravdepodobnostný prı́stup, ako symbolová inferen-
cia v spojitom priestore, stojı́ niekde medzi nimi. Dyna-
mické prı́stupy majú blı́zko ku konekcionizmu.

Symbolizmus a konekcionizmus predstavujú kvalita-
tı́vne odlišné alternatı́vy, aj niektorı́ autori vidia oba prı́stupy
ako zlúčitel’né, figurujúce na rôznych úrovniach abstrakcie.
Táto polemika sa tiahne de facto od 80. rokov minulého
storočia (napr. [8, 33]). Oba tábory hovoria o vzájomnej
nekompatibilite oboch prı́stupov, no na základe odlišných
argumentov. Symbolisti tvrdia, že bud’ (1) oba prı́stupy sú
nekompatibilné, alebo (2) konekcionistické modely sú len
implementáciou symbolových modelov (implementačný ko-
nekcionizmus). Na druhej strane, podl’a konekcionistov sú
oba prı́stupy nekompatibilné preto, lebo symbolové systémy
nedokážu implementovat’neurónové siete vo všetkých prı́-

4Pre vysvetlenie dodajme, že pravdepodobnostné modely sı́ce pracujú
aj s distribuovanými reprezentáciami, avšak aktualizácia pravdepodob-
nostı́ hypotéz sa deje na symbolovej úrovni.

padoch. Tento konekcionistický argument sa týka dynamiky
systému, ktorú si vysvetlı́me.

5 Subsymbolová a symbolová dynamika

V oboch paradigmách sa na kognitı́vne procesy pozeráme
ako na deterministické sekvenčné procesy prebiehajúce
v čase.5 Symbolový systém spracováva symboly v čase
podl’a svojho programu, podobne ako dynamický systém
sa vyvı́ja v stavovom priestore, hnaný aktivačnou dynami-
kou. Rozdiely medzi oboma paradigmami spočı́vajú v št-
ruktúre stavového priestoru. Z hl’adiska argumentácie nám
stačı́ zamerat’ pozornost’ na (stavový) priestor, v ktorom
existujú reprezentácie (predpokladáme diskrétny čas). Zá-
kladná otázka znie: Sú oba typy dynamı́k ekvivalentné, t. j.
môžeme jednoznačne transformovat’jednu na druhú? Alebo
je symbolová dynamika abstrakciou, ktorá nie vždy dokáže
opı́sat’zložitost’dynamických dejov?

Deterministický dynamický systém možno opı́sat’
časovo-závislým stavovým vektorom x(t), ktorý sa vyvı́ja
podl’a deterministickej differenčnej rovnice a vytvára tak
trajektóriu (presnejšie povedané, množinu bodov v prı́pade
diskrétneho času) v stavovom priestore X , čiže množine
všetkých možných stavov. Naprı́klad, neurónová siet’ s n
sigmoidálnymi neurónmi na rekurentnej vrstve, t. j. s aktiva-
čnou funkciou f(z) = 1/(1+exp(−z)), má stavový pries-
tor X = [0, 1]n ⊂ Rn, t. j. v tvare n-rozmernej kocky. V
každom čase aktivita siete je reprezentovaná bodomv tomto
stavovom priestore.

Je známe, že aj vo vel’mi jednoduchom nelineárnom
dynamickom systéme, môže vzniknút’ vel’mi zložité sprá-
vanie (deterministický chaos), ktoré sa môže výrazne (kva-
litatı́vne) menit’ aj pri minimálnych zmenách parametrov.
Prı́kladom je logistická mapa daná rovnicou x(t + 1) =
r · x(t) · (1 − x(t)), kde x(t) ∈ (0, 1) a r ∈ R je para-
meter. Hodnoty x(t) sa ustália na rôznych hodnotách (na-
zývaných atraktory) práve v závislosti od r. Tieto ustálené
hodnoty sa menia od jednej, cez dve, štyri hodnoty, až po
chaotický režim v podobe tzv. podivných atraktorov (pri
hodnote r = 3.5699456...). Chaotické systémy sú v prı́rode
vel’mi rozšı́rené a majú tú podstatnú vlastnost’, že ich vývoj
v čase je v princı́pe nepredikovatel’ný v dlhšom horizonte,
a to kvôli extrémnej závislosti od počiatočných podmienok
(v literatúre známy ako „motýlı́ efekt”).

Symbolová dynamika vznikne zo subsymbolovej
tak, že stavový priestor rozdelı́me na konečný počet ne-
prekrývajúcich sa oblastı́, ktorých zjednotenie tvorı́ celý
priestor X . Vývoj systému potom môžeme opı́sat’ pomo-
cou (konečnej) sekvencie symbolov, ktorá opisuje prechody
medzi jednotlivými oblast’ami. Naprı́klad v prı́pade logis-
tickej mapy by sme interval (0,1) mohli rozdelit’ napoly

5Teraz neuvažujeme stochastické modely neurónových sietı́.
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a prechody medzi oblast’ami (alebo v rámci nich) opı́sat’
rôznymi symbolmi.

5.1 Sú obe dynamiky ekvivalentné?

Vzniká tu otázka, či opis na úrovni symbolovej dynamiky je
rovnako presný a úplný ako ten na úrovni aktivačnej dyna-
miky. Inými slovami, ak sa rozhodneme opı́sat’dynamický
systém pomocou symbolovej dynamiky (použitı́m vhodnej
partı́cie), či sa nejaká informácia o vývoji systému stratı́
alebo nie. Tu je dôležitý koncept topologickej ekvivalen-
cie medzi oboma priestormi. Dva priestory sú topologicky
ekvivalentné práve vtedy, ked’jeden môžeme spojito trans-
formovat’ na ten druhý, a naopak (v matematike sa tomu
hovorı́ homeomorfizmus).

Podmienkou pre zabezpečenie topologickej ekviva-
lencie je vytvorenie tzv. generujúcej partı́cie (generating
partition), ktorá má kl’účovú vlastnost’, že existuje jednojed-
noznačný vzt’ah medzi trajektóriami v stavovom priestore
a sekvenciami symbolov (matematické vyjadrenie možno
nájst’napr. v [12]). Problémom je to, že skonštruovat’gene-
rujúcu partı́ciu vieme len v jednoduchšı́ch prı́padoch. Dote-
raz bolo navrhnutých niekol’ko algoritmov ako z pozorova-
ných dát (nemusı́me poznat’dynamiku, t. j. model systému)
odhadnút’ generujúcu partı́ciu, a to v prı́pade o niečo zlo-
žitejšı́ch chaotických dynamických systémov v 2D (pozri
napr. [12] a tamojšie referencie). V prı́pade vysokorozmer-
ných systémov však riešenia neexistujú. Z uvedeného teda
vyplýva, že dynamické systémy sú výpočtovo silnejšı́m for-
malizmom než symbolová dynamika. Subsymbolová dyna-
mika má super-Turingovu silu, vd’aka ktorej dokáže ge-
nerovat’ dynamické správania, ktoré nie sú dosiahnutel’né
pomocou symbolovej dynamiky [31, 36].

Avšak, položme si však otázku: Je tento záver pod-
statný pre pochopenie mysle? Niektorı́ sa nazdávajú, že
áno, kvôli nutnosti vediet’vysvetlit’niektoré „jemnôstky” pri
učenı́, či kognitı́vnom vývine, naprı́klad pri akvizı́cii gra-
matiky jazyka [36]. Áno, potrebujme vysvetlit’ jednotlivé
štádia kognitı́vneho vývinu, ale na to netreba nekonečnú
presnost’v reprezentáciach. Toto naše tvrdenie podporı́me
niekol’kými argumentami:

(1) Neuróny pracujú v šume a vykazujú spontánnu
aktivitu pálenia. Aj ked’ existujú rôzne teórie neurálneho
kódu, na každom neuróne pravdepodobne nezáležı́ [28].
Tento neurálny šum nevnı́mame, a preto naša mysel’nepot-
rebuje nekonečnú presnost’.

(2) Introspektı́vne si človek uvedomuje len svoje
mentálne stavy, ktoré sa menia ovel’a pomalšie (rádovo
stovky milisekúnd) než neurálne stavy (milisekundy). Ok-
rem toho, vychádzame z predpokladu viacnásobnej realizo-
vatel’nosti.6

6Rôzne neurálne stavy znamenajú ten istý mentálny stav.

(3) Mozog pracuje zväčša v neautonómnom režime
(prijı́ma externé vstupy a vysiela výstupy do prostredia),
zatial’ čo závery matematických dynamických modelov sa
týkajú autonómneho režimu. Analýza neautonómnych sys-
témov je nesmierne obtiažna. Viacero prác z oblasti mode-
lovania komplexných systémov prichádza s hypotézou, že
činnost’mozgu sa pohybuje na hranici chaosu (on the edge
of chaos), vd’aka čomu si pravdepodobne zachováva obrov-
skú komplexnost’a variabilnost’, ktorú má ešte poznávajúci
subjekt pod kontrolou (napr. [15]).

6 Ešte zopár argumentov

Napriek tomu, že pomocou symbolových výpočtov by sme
vedeli opı́sat’(z hl’adiska požadovanej presnosti) všetky dy-
namické deje, je užitočnejšie uvažovat’ o spojitej mysli,
pretože spojitost’možno z matematického hl’adiska vnı́mat’
ako všeobecnejšı́ prı́pad.7 V prospech poznávania spojitej
mysle (ako dynamického systému) hovoria aj empirické
poznatky z kognitı́vnej psychológie [34].

Na oba prı́stupy sa možno pozriet’ aj z perspektı́vy
úrovne opisu. Skok od spojitého konekcionizmu k diskrét-
nemu symbolizmu však znamená zmenu kvality. V litera-
túre sa objavujú argumenty v prospech ekvivalencie medzi
oboma úrovňami, preto k nim zaujmeme stanovisko.

Argument 1: Dynamické systémy možno simulovat’na
digitálnom počı́tači. Áno, všetko, čo sa dá formalizovat’
(algoritmizovat’) vieme simulovat’ na digitálnom počı́tači
s vysokou presnost’ou (s výnimkou chaotickej dynamiky,
kde by sme potrebovali nekonečnú presnost’počı́tača). Na
počı́tači vieme simulovat’ diskrétne aj spojité procesy, to
však nič nehovorı́ o ontologickej podstate týchto procesov.
Počı́tač tu figuruje len ako simulačný prostriedok.

Argument 2: Dynamické systémy možno opı́sat’ po-
mocou výpočtov. K odpovedi na tento argument je nutné
objasnit’ pojem počı́tania. Klasické počı́tanie sa týka dis-
krétnych systémov, neklasické počı́tanie zahŕňa aj systémy
so spojitým priestorom stavov (napr. neurónové siete so sig-
moidálnymi aktivačnými funkciami). Dynamické systémy
sú teda prı́kladom neklasických výpočtov, ktoré vieme si-
mulovat’ pomocou diskrétnych výpočtov. Viac o počı́tanı́
možno nájst’v prácach [24, 7].

Argument 3: L’udská mysel’ je tak komplexná, že je
nutné opriet’ sa o reprezentačný pluralizmus [5]. Nazdá-
vam sa, že pri súčasnom stave poznania je pluralizmus naj-
schodnejšou cestou (hybridné systémy sú v UI dominantné
[38]). Z evolučného a neurovedeného hl’adiska za prav-
depodobnejšie považujeme jednotné vysvetlenie, naprı́klad
v duchu tzv. kognitı́vnej inkrementálnosti [4].

7Na spracovanie diskrétnych dát im stačı́ v neurónovej sieti priradit’
symbolové, lokalistické reprezentácie, kde v každej reprezentácii je len
jeden neurón aktı́vny.
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Argument 4: Aj v iných vedách, naprı́klad vo fyzike sa
nakoniec dospelo k viacerým vysvetleniam (napr. Newto-
nova fyzika a kvantová fyzika). Prečo by to tak nemohlo byt’
aj v prı́pade kognitı́vnej vedy? Na rozdiel od fyziky, ktorá
vysvetl’uje podstatu reality týkajúcu sa rôznych priestoro-
vých škál, sa v prı́pade mozgu nezdá, že máme do činenia s
tak rozdielnymi škálami. Áno, môžeme hovorit’o moleku-
lárnej úrovni na jednej strane a systémovej úrovni na strane
druhej. Nazdávam sa, že vysvetlenie kognitı́vnych proce-
sov si vyžaduje systémovú úroveň (napr. predpokladané
kvantové fenomény v mozgu považujeme za irelevantné
pre vysvetlenie mysle; pozri aj [16]),

7 Abstrakcia z pohl’adu neurovedy

Na spektrum l’udských schopnostı́ sa môžeme pozriet’aj z
pohl’adu abstrakcie. Vysokoúrovňové procesy ako naprı́klad
rozmýšl’anie o matematickej rovnici vnı́mame ako viac ab-
straktné, než uchopenie pohára do ruky. Abstraktné veci sa
bežne spájajú s využitı́m symbolov, zatial’čo konkrétne veci
už menej. Tradičný pohl’ad v kognitı́vnej vede je typicky
dichotomický. Ako sa na abstrakciu pozerá neuroveda a
konekcionizmus? Pojem abstrakcie má viacero prı́buzných
významov. V našom kontexte môžeme povedat’, že abstrak-
cia je daná invariantnost’ou. Zhruba povedané: čı́m je repre-
zentácia aktivovatel’ná väčšı́m spektrom vstupných podne-
tov, tým je abstraktnejšia. Abstrakcia je kl’účová vlastnost’
kognı́cie. Umožňuje nám kategorizovat’vstupy, abstrahujúc
od detailov, všı́manı́m si len podstatných charakteristı́k.

Symbolový a subsymbolový pohl’ad môžeme vnı́mat’
ako stojace na opačných koncoch pomyslenej dimenzie ab-
strakcie, ktorú považujeme za kontinuum. Subsymbolové
reprezentácie sú distribuované, existujú v podobe nume-
rických vektorov v euklidovskom priestore s definovanou
metrikou. Sú aktivované vtedy, ked’vstupný podnet je do-
statočne podobný (v zmysle danej metriky). Symbolové re-
prezentácie stoja na vrchole abstrakcie, sú kategorické. Sú
aktivované pri širokom spektre vstupných podnetov, čiže
sú vysoko invariantné voči charakteristikám podnetu.

Ako tieto dva odlišné svety premostit’? Človek predsa
dokáže pracovat’s oboma typmi entı́t. Ako je to s pojmami?
V l’udskej kognı́cii ich existuje celé spektrum, od vel’mi
konkrétnych (napr. pes) až po vysoko abstraktné (napr. de-
mokracia), ktoré si človek dokáže osvojit’, aj ked’nie naraz,
ale v postupných štádiách vývinu. Je známe, že diet’a si
najprv osvojuje konkrétne veci a až neskôr abstraktnejšie,
čo je podmienené maturačnými procesmi prebiehajúcimi
v mozgu. Abstrakcia sa týka nielen sveta objektov ale aj
priestoru udalostı́ či akciı́. Rozhodnutie čoho sa napit’ je
zrejme jednoduchšie (konkrétnejšie) než rozhodnutie, na
akú vysokú školu sa prihlásit’.

Neuróny v mozgu figurujú na rôznych vrstvách hie-

rarchie. Majú však spoločné to, že každý neurón spraco-
váva nejaký mnohorozmerný vstup a v závislosti od svo-
jich parametrov (synaptických váh) reaguje naň alebo nie.
Narastajúca abstrakcia, čo sa týka aktivovania neurónu sú-
visı́ s jeho invariantnost’ou voči niektorým charakteristikám
vstupov (ktoré tiež môžu byt’viac alebo menej abstraktné).
Typickou vlastnost’ou mozgu sú asociačné oblasti, kde do-
minujú multimodálne neuróny, ktoré reagujú na podnety z
viac ako jednej modality. Abstrakcia vzniká pomocou kas-
kády nelineárnych operáciı́ medzi vrstvami. Na rozdiel od
amodálnych symbolov (v symbolových systémoch), tento
princı́p nevyžaduje proces transdukcie a abstrakcia vzniká
postupne v procese učenia.

Existujú početné poznatky o organizácii mozgu, čo sa
týka invariantnosti neurónov pri reakcii na rôzne podnety.
Naprı́klad vizuálny systém cicavcov je organizovaný hierar-
chicky v zmysle extrakcie prı́znakov (od jednoduchšı́ch ku
zložitejšı́m), čo sa dosahuje zväčšovanı́m rádiusu receptı́v-
neho pol’a neurónov (aferentných spojenı́) smeromk vyššı́m
vrstvám. Na vrchole pyramı́dy stojı́ area IT (inferior tempo-
ral) ako oblast’ invariantého rozpoznávania objektov (voči
pozı́cii, rotácii, či škále, a v prı́pade biologických objektov
i deformácie) [14]. Podobne area STS (Superior Temporal
Sulcus) má svoje členenie v kontexte rozpoznávania biolo-
gických pohybov.

Analogicky je to v prı́pade exekutı́vnej funkcie mozgu
– konania. Predný lalok je hierarchicky organizovaný (od
primárnej motorickej kôry smerom k prefrontálnej kôre),
pričom jednotlivé časti sa podiel’ajú na rozhodovacı́ch pro-
cesoch s rôznym stupňom abstrakcie [21]. Najvyššie v pyra-
mı́de stojı́ predná čast’prefrontálnej kôry. Pozoruhodné je aj
to, že jednotlivé časti frontálnej kôrymajú analogickú štruk-
túru (projenie s talamom a niektorým z jadier v bazálnych
gangliách, ktoré sa podiel’ajú na výbere akcie [22]. Ukazuje
sa teda, že podobné (alebo rovnaké) neurálne mechanizmy
operujú na rôznych úrovniach hierarchie (abstrakcie).

Aj organizácia dlhodobej pamäti v mozgovej kôre má
hierarchickú organizáciu [9], v rámci ktorej existujú vzá-
jomné prepojenia v prednej a zadnej časti kôry umožňujúce
vybrat’multimodálny obsah a aktivovat’ ho v podobe pra-
covnej pamäti.

Ako si teda l’udský mozog poradı́ s rôznymi entitami,
čo sa týka miery abstrakcie? Je známe, že kôra má pomerne
homogénnu štruktúru (kortikálne stĺpce) naprieč lalokmi,
aj ked’pravdepodobne existujú rozdiely v distribuovanosti
reprezentáciı́ v jednotlivých lalokoch mozgu. Ako argu-
mentujú O’Reilly a spol. [22], v posteriórnej kôre sú ne-
urálne reprezentácie viac distribuované, čo umožňuje vznik
multimodálnych asociáciı́ a dobrej generalizácie, zatial’ čo
vo frontálnej kôre sú reprezentácie riedke (sparse), aby sa
zabránilo nežiaducim interferenciám (napr. pri aktivivanı́
viacerých alternatı́v pri rozhodovanı́). Riedke reprezentá-
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cie existujú aj v hipokampe, ako centre podiel’ajúcom sa na
tvorbe epizodickej pamäti.

Neurovedné poznatky sú využitel’né pri modelovanı́
abstrakcie pomocou umelých neurónových sietı́. Tento opis
bude kvalitatı́vne rovnaký či už ide o psa alebo demok-
raciu. Všetky koncepty sú v mozgu reprezentované po-
dobne ako vzorce aktivı́t, s rôznou mierou distribuovanosti,
a v rôznych častiach mozgu [39]. Preto aj odpovedajúce ko-
nekcionistické reprezentácie budú mat’podobné vlastnosti,
v rámci jednotného prı́stupu. O niečo zložitejšie budú vý-
počtové operácie nad týmito reprezentáciami, v snahe mo-
delovat’ fenomény l’udskej kognı́cie ako naprı́klad kompo-
zicionalita, systematickost’ a problém viazania (pozri [7]).
Tieto smery výskumu ostávajú predmetom záujmu.

8 Záver

Na základe použitej argumentácie dospievame k týmto
záverom: Najsl’ubnejšı́m prı́stupom k vysvetleniu mecha-
nizmov mysle je konekcionistický prı́stup. Nie preto, že
umožňuje realizovat’neklasické výpočty (nekonečná pres-
nost’ nie je nevyhnutná), ale pretože umožňuje modelovat’
elementárne mechanizmy učenia, ktoré sú v kognı́cii kl’ú-
čové, pričom tieto mechanizmy nie sú nezávislé od imple-
mentančnej úrovne. Okrem toho, konekcionizmus ponúka
možnosti modelovania kognitı́vnych procesov na rôznych
úrovniach abstrakcie jednotným spôsobom (pomocou rov-
nakých princı́pov). Ako odpoved’ na otázku v článku tvr-
dı́me, že existujúci reprezentačný pluralizmus je sı́ce uži-
točný (najmä v umelej inteligencii, kde sa nemusı́me opie-
rat’o biologicky inšpirované riešenia), no možno sa ukáže
v budúcnosti ako nie nevyhnutný pre výpočtovú kognitı́vnu
vedu.
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