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Housekeeping

e Next session?
e Feedback so far?
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Big Schedule Review

Introduction to Keras

(Artificial) Neural Networks and their training

Convolutional Neural Networks

Recurrent Neural Networks

Neural Networks in Computer Vision

Neural Networks in Natural Language Processing
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News

e iSee: Using deep learning to remove eye-
glasses from faces https://blog.insightdatascience. com/
isee-removing-eyeglasses-from-faces-using-deep-learning
.86qddOmqu
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https://www.youtube.com/watch?v=5aogzAUPilE
https://github.com/jakebian/quiver
https://www.youtube.com/watch?edit=vd&v=tgRW3BRi_FA
https://www.youtube.com/watch?edit=vd&v=tgRW3BRi_FA
https://phillipi.github.io/pix2pix/

News

e iSee: Using deep learning to remove eye-
glasses from faces https://blog.insightdatascience. com/
isee-removing-eyeglasses-from-faces-using-deep-learning
.86qddOmqu

e Lip Reading Sentences in the Wild
https://www.youtube.com/watch?v=5a0gzAUPilE
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e iSee: Using deep learning to remove eye-
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e Lip Reading Sentences in the Wild
https://www.youtube.com/watch?v=5a0gzAUPilE

e Interactive convnet features visualization for Keras
https://github.com/jakebian/quiver https:
//www.youtube. com/watch?edit=vd&v=tgRW3BRi_FA
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Convolutional Neural Networks ConvNets

News

e iSee: Using deep learning to remove eye-
glasses from faces https://blog.insightdatascience. com/
isee-removing-eyeglasses-from-faces-using-deep-learning
.86qddOmqu

e Lip Reading Sentences in the Wild
https://www.youtube.com/watch?v=5a0gzAUPilE

e Interactive convnet features visualization for Keras
https://github.com/jakebian/quiver https:
//www.youtube. com/watch?edit=vd&v=tgRW3BRi_FA

e Image-to-Image Translation with Conditional Adversarial Nets
https://phillipi.github.io/pix2pix/
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ConvNets
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Figure: LeNet [LeCun et al., 1998]
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Hubel & Wiesel

1959 - Receptive fields of single neurones in the cat’s striate cortex
1962 - Receptive fields, binocular interaction and functional
architecture in the cat’s visual cortex

Blotrical signal V1 physiology: orientation selectivity
rain

Recording electrode —|

Visual area

e of brain

Neural response (spikes/sec)

p R R R
Stimulus orientation (deg)
Q Stimulus

Hubel & Wiesel, 1968
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A bit of history

Topographical mapping in the cortex: nearby cells in cortex
represented nearby regions in the visual field
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Admin

volutional Neural

ConvNets

A bit of history

Hierarchical organization

Hubel & Weisel
topographical mapping

featural hierarchy

complex cells

simplecells
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A bit of history

Neurocognitron [Fukushima 1980]: “sandwich™” architecture
(SCSCSC...) simple cells: modifiable parameters complex cells:
perform pooling

Figure: Neurocognitron [Fukushima 1980]
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LeNet

Gradient-based learning applied to document recognition

C1: feature maps
B@28x28

INPUT
3232 521, maps
6@14x14

|
‘ Full cmAemnn ‘ ‘Gaussian connections
Convalutions Subsampling Convolutions ~ Subsampling Full connection

Figure: LeNet [LeCun, Bottou, Bengio, Haffner 1998]
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AlexNet

ImageNet Classification with Deep Convolutional Neural Networks

\
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Figure: AlexNet [Krizhevsky, Sutskever, Hinton, 2012]
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ResNet

Depth Revolution

S

2

g 3,8
¢ ixs
g - £
&

3

ES L
£ [ M
& o

s 3| H
g & 2 E*g
7 £ 8 Fle
g =

«” Ll

] Kl o o

ok g 3 5 HEH
g H g g g

output
sze7
output

53

output

output
size: 112

Figure: ResNet [Kaiming He, Xiangyu Zhang, Shaoging Ren, Jian Sun,
2015]
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ConvNets today

Classification Retrieval

mushroom
fungus

gill
dead-man's-fingers

Figure: [Krizhevsky 2012]
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ConvNets today

Detection

Segmentation
.

Figure: [Faster R-CNN: Ren, He, Girshick, Sun 2015] Detection
Segmentation & [Farabet et al., 2012]
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ConvNets today

NVIDIA Tegra X1

Figure: Self driving cars
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ConvNets

ConvNets today
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[Goodfellow 2014]

[Simonyan et al. 2014]
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ConvNets today

[Mnih 2013]
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ConvNets

ConvNets today
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[Ciresan et al. 2013]
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[Sermanet et al. 2011]
[Ciresan et al.]




ConvNets

ConvNets today

Connected components
CN affini

[Turaga et al., 2010]
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ConvNets today

Whale recognition, Kaggle Challenge Mnih and Hinton, 2010
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ConvNets today

Image
Captioning

A person riding a
motorcycle on a dirt road.

A group of young people
playing a game of frisbee.

A refrigerator filled with lots of

food and drinks.

A herd of elephants walking
across a dry grass field.

Aclose up of a cat laying A red motorcycle parked on the Ayellow school bus parked in  [Viinyals et al., 2015]
‘on a couch. side of the road. a parking lot.
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ConvNets

ConvNets today

reddit.com/r/deepdream
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Cortex for Core Visual Object Recognition [Cadieu et al., 2014]
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Convolution

So what is "convolution"
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Convolution
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So what is "convolution"
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Convolution

n
E Xj Wi
i=1
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Convolution

n
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Convolution

(f x g)[n] = Z f(m)g(n— m)

m=—0o0
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Convolution

We don't have to go with stride 1
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Convolution

We don't have to go with stride 1

7X7 input (spatially)
assume 3x3 filter
applied with stride 2
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Convolution

7x7 input (spatially)
assume 3x3 filter
applied with stride 2
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Convolution

7x7 input (spatially)
assume 3x3 filter
applied with stride 2
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Convolution

3x3 output
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ConvNets

Convolution

Output size: N=F 41

stride
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Convolution

What if | want to keep spatial dimension?
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ConvNets

Convolution

What if | want to keep spatial dimension? Pad the input!

9

((9-3)/1)+1=17

9 => 7

N—F42P
stride +1

Output size:
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Convolution layer

32x32x3 image

7

32 height

32 width
3 depth
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Convolution layer

32x32x3 image

/ 5x5x3 filter

32 7
I Convolve the filter with the image
i.e. “slide over the image spatially,
computing dot products”

32

ol
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Convolution layer

Filters always extend the full

. depth of the input volume
32x32x3 image /
5x5x3 filter
32 &/
I' Convolve the filter with the image

i.e. “slide over the image spatially,
computing dot products”

32
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Convolution layer

32x32x3 image

5x5x3 filter w
32

"~ 1 number:
the result of taking a dot product between the

filter and a small 5x5x3 chunk of the image
32 (i.e. 5*5*3 = 75-dimensional dot product + bias)

3 wlz +b
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Convolution layer

activation map

32x32x3 image

/ .
5x5x3 filter
32
28
convolve (slide) over all
spatial locations
32 28
3 1

DLSG #4 - Convolutional Neural Networks




Convolution layer

consider a second, green filter

32x32x3 image activation maps

/
5x5x3 filter
28
convolve (slide) over all
spatial locations
28
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Admin onvolutional Neural ks ConvNets

Convolution layer

For example, if we had 6 5x5 filters, we’ll get 6 separate activation maps:

activation maps

32
28

Convolution Layer
32 28

3 6

We stack these up to get a “new image” of size 28x28x6!
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Convolution layer

Preview: ConvNet is a sequence of Convolutional Layers, interspersed with
activation functions

32 28 24
CONV, CONV, CONYV,
RelLU RelLU RelLU
eg.6 eg.10
5x5x3 5x5x6
32 fiters 28 filters 24
3 6 10
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Convolution layer

Preview [From recent Yann
LeCun slides]

Low-Level| |Mid-Level| |High-Level Trainable
— — s
Feature Feature Feature Classifier
1N

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013]
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Convolution layer

CINEESONZITN NESHEDRSENISREREERG
one filter => .
one activation map example 5x5 filters

(32 total)

Activations:

We call the layer convolutional
because it is related to convolution
of two signals:

flaylegleyl = X X flam) glx—n.y—m,]

elementwise multiplication and sum of
a filter and the signal (image)
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Admin Convolutional Neural Networks ConvNets

Convolutional Neural Network

RELU RELU RELU RELU RELU RELU
CONV lCONVl CONVlCONVl CONVlCONVl
Vv by by

fruck
airplane
ship

horse
|
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Admin Convolutional Neural Networks ConvNets

Pooling layer

e makes the representations smaller and more manageable
e operates over each activation map independently:

224x224x64
112x112x64
pool
112
=8 — downsampling !

112
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Max pool

Single depth slice

X 11124
max pool with 2x2 filters
5|6 |78 and stride 2 6 | 8
312|160 314
112 |34
y
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Admin Convolutional Neural Networks ConvNets

Fully Connected layers

Contains neuurons that connect to the entire input volume, as in
ordinary NN

RELU RELU RELU RELU RELU RELU

Cofval Covfofi Cofvfml

truck
alrplane
ship
horse
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Final words
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http://dlsg.naiveneuron.com

Final words

e http://dlsg.naiveneuron.com
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References

cs231n.stanford.edu/slides/winter1516_lecture6.pdf

cs231n.stanford.edu/slides/winter1516_lecture7.pdf
cs231n.github.io/

IRC server freenode - channel #naiveneuron
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