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Abstract 

This single-case study investigates the 
potential of ChatGPT’s advanced voice mode as a 
self-guided language partner for an 
upperintermediate (B2.1-level) German learner, 
combining AI-mediated practice with the Sicher! 
B2.1 textbook (a standard intermediate German 
coursebook 1 ) across 3  structured sessions. 
Using a mixed-methods approach involving 
quantitative measures (vocabulary tracking, 
standardized tests, Positive and Negative Affect 
Schedule (PANAS) surveys) and qualitative 
instruments (reflective journals, word-cloud 
analyses, self-interviews), the study evaluated 
linguistic gains and affective outcomes. Results 
showed significant vocabulary expansion and 
improvements in conversational fluency, along 
with reduced anxiety and increased motivation 
attributed to ChatGPT’s low-pressure 
environment. However, limitations including 
technical instability, overly optimistic feedback, 
and a lack of pedagogical structure highlight the 
tool’s role as a supplementary resource rather 
than a standalone solution. The study 
underscores the value of hybrid AI-powered 
learning methodologies integrated with 
structured curricula to balance accessibility and 
linguistic rigor. 

1 Introduction 

Large Language Models (LLMs) like ChatGPT are 

changing the way we learn languages by offering a 

low-pressure, conversation-based environment. But 

do they truly measure up to a human tutor when it 

comes to improving vocabulary, listening, and 

speaking skills—especially for learners around the 

B1–B2 proficiency level? And what about the roles of 

motivation and anxiety in this process? These 

questions frame the present research. 

This pilot study examines whether ChatGPT’s 

advanced voice interface, paired with the structured 

 
1 The Sicher! B2.1 textbook is a widely used curriculum for 

this German proficiency level. 

exercises in Sicher! B2.1 (an intermediate German 

textbook by Perlmann-Balme, Schwalb, Matussek, 

2 18), can effectively support learning and boost 

confidence for a single upper-intermediate German 

learner. The work builds on insights from broader 

research into AI-driven language learning, covering 

not only technical advancements but also how such 

tools influence emotions, motivation, and cognitive 

development. The study uses a combination of 

quantitative and qualitative approaches—including 

standardized tests, vocabulary tracking, and 

reflective journals—to gauge how ChatGPT 

compares to traditional tutoring. Key findings are 

outlined alongside a discussion of limitations, with 

suggestions for how LLM-based tools could be 

integrated or refined within regular language classes 

or new learning paradigms. While this is a small-

scale, single-participant project, it lays the 

groundwork for larger studies on whether AI can 

eventually complement or even partially replace a 

human tutor in language learning. 

2 Literature Review 

Recent studies highlight the growing role of AIdriven 

tools in language education, especially 

conversational agents like ChatGPT. These systems 

integrate advanced features—such as speech 

recognition, contextual awareness, and multi-turn 

dialogue—that facilitate personalized and low- 

pressure language practice. In particular, chatbots 

have been praised for improving access and learner 

motivation. However, concerns remain over the 

scripted nature of responses and lack of cultural 

nuance in AI interactions. Early applications of 

ChatGPT in language learning report promising 

results; for example, Park (2 23) demonstrated 

effective use of ChatGPT in an English learning 

platform, while Pratiwi et al. (2 24) reviewed 

ChatGPT’s voice conversation mode and highlighted 



both its potential for improving speaking practice 

and certain limitations (such as inaccuracies). 

Conversational AI has shown particular promise 

in reducing language anxiety and supporting 

vocabulary development. For instance, Ji et al. (2 23) 

found that such tools provide authentic interaction 

and emotional comfort, making them effective 

supplements to formal instruction. However, their 

pedagogical depth is limited, especially in providing 

nuanced corrective feedback. Research also 

underscores the importance of affective factors in 

language learning. Systems like AutoTutor—an 

intelligent tutoring system that engages learners in 

dialogue and even responds to learner emotions— 

can match the effectiveness of human tutors in 

specific contexts (Graesser et al., 2 14). Yet, true 

emotional understanding remains a challenge for AI, 

pointing to the need for human–AI hybrid models 

that involve teachers for empathy and complex 

feedback. From a cognitive standpoint, AI tools can 

support gains in vocabulary, fluency, and 

comprehension through adaptive learning (Qiao 

Zhao, 2 23). Nonetheless, their over-reliance on 

repetition may narrow the range of linguistic 

exposure if used in isolation. For optimal acquisition, 

learners benefit from diverse language input 

modalities— listening, reading, and interactive 

speaking—which purely conversational systems 

might not fully provide unless integrated with other 

resources. In summary, the literature supports the 

use of AI as a complementary language learning 

aid—boosting engagement and reducing anxiety—

while emphasizing the ongoing need for structured, 

human-led pedagogy to ensure depth and accuracy 

in learning outcomes. 

3 Methodology 

This single-case (N=1) study employed a 

mixedmethods design to evaluate the impact of 

ChatGPT’s voice interface on German language 

acquisition at the B2.1 level. The participant, an 

experienced language educator with intermediate 

(approx. B1+) German proficiency, engaged in 3  

structured sessions that combined traditional study 

with AImediated practice. Each session included 

approximately 3  minutes of textbook work followed 

by 45 minutes of guided dialogue with ChatGPT on 

relevant topics (e.g. workplace culture, digital life), 

mirroring the content of the Sicher! B2.1 units. This 

approach ensured exposure to both written and 

spoken language input: the textbook provided 

reading and structured exercises, while the ChatGPT 

conversations provided interactive listening and 

speaking practice. All sessions took place in a quiet 

home environment using ChatGPT’s voice mode on a 

laptop (MacBook, 2 2 ). Session frequency was 

about 3–4 sessions per week, completing the 3  

sessions over an eight-week period. 

To assess linguistic development and affective 

responses, both quantitative and qualitative tools 

were used. Key instruments and measures included: 

• Vocabulary tracking: The learner’s vocabulary 

growth was tracked through session transcripts 

and word logs. New lexical items encountered 

during each ChatGPT conversation or textbook 

unit were recorded, and their reuse in later 

sessions was noted to gauge retention. 

Additionally, word frequency data were visualized 

in periodic word clouds (see below). 

• Standardized tests: Pre- and post-study Sicher! 

online placement tests were administered to 

measure overall proficiency gains, and the Sicher! 

B2.1 workbook unit tests were used to evaluate 

performance on the textbook material after each 

unit. 

• PANAS surveys: The Positive and Negative Affect 

Schedule (PANAS) questionnaire was given before 

and after each session to quantitatively measure 

the participant’s mood and emotional state 

(positive affect like enthusiasm, and negative 

affect like nervousness) in response to the 

learning activities. 

Qualitative data sources were likewise diverse: 

• Reflective journals: After each session, the 

participant wrote a brief reflective journal entry 

documenting emotional state, any notable 

challenges or successes, and feedback on the 

ChatGPT interaction. These free-form entries 

captured personal observations about anxiety, 

confidence, and the perceived utility of ChatGPT’s 

feedback in that session. 

• Word cloud analysis: Every 1  sessions, a 

cumulative transcript of the ChatGPT dialogues 

was compiled and processed to generate a word 

cloud. These word clouds visualized the most 

frequent words and topics that had emerged, 

providing a snapshot of lexical diversity and 

prominent themes at that stage of learning. By 

comparing word clouds from sessions 1–1 , 11– 

2 , and 21–3 , we could qualitatively observe 

shifts toward more advanced vocabulary and 

topics over time. 

• Self-interviews: At three key intervals (after 

Session 1 , 2 , and 3 ), the participant conducted 



a semi-structured “self-interview” as a special 

journal entry. This involved answering a 

predefined set of reflective questions about their 

overall progress, motivation, and any anxiety or 

frustration experienced up to that point. These 

selfinterviews provided a deeper, synthesized 

perspective on the learning experience at regular 

milestones, reducing recall bias by capturing 

impressions while still fresh. 

Data analysis focused on vocabulary retention, test 

performance, and emotional trends across sessions. 

Quantitative data from the vocabulary logs were 

analyzed to count total new words learned and how 

many of those were retained (reused in at least three 

later sessions). The pre- vs. post-study test scores 

were compared to gauge improvement magnitude 

(e.g. calculating the percentage increase and 

considering effect size for the single participant). 

PANAS survey results were plotted over time to 

visualize changes in affect; we examined whether 

positive affect scores tended to be higher after each 

session than before, and tracked any overall shifts 

across the eight weeks. 

Qualitative data from journals and interviews 

were analyzed using thematic coding (following a 

reflexive thematic analysis approach in the spirit of 

Braun & Clarke, 2  6). Recurring themes related to 

anxiety reduction, confidence gains, feedback 

quality, and self-regulation strategies were identified 

in the participant’s narratives. The word cloud 

outputs were also interpreted for semantic shifts, 

indicating whether conversation topics and 

vocabulary became more complex as the sessions 

progressed. Throughout the study, reflexivity logs 

were maintained to mitigate researcher-participant 

bias (since the researcher was also the learner), and 

standard ethical considerations (informed consent, 

data privacy) were observed. The overall design 

aimed to replicate a realistic self-guided learning 

scenario where an AI tool supplements traditional 

study materials, in order to explore the feasibility of 

such hybrid learning in practice. 

4 Findings 

4.1 Vocabulary Development 

Throughout the 3  sessions, the learner 

demonstrated a clear expansion of vocabulary. 

Lexical tracking revealed especially strong gains in 

noun usage and retention compared to verbs and 

adjectives, suggesting a bias toward concrete 

terminology during AI interactions. In other words, 

the participant tended to acquire and repeatedly use 

many new nouns (often topic-specific terms 

introduced by the chatbot or textbook), whereas 

fewer new verbs and descriptive words were picked 

up. This pattern is consistent with early stages of 

vocabulary development, where concrete nouns are 

learned before more abstract vocabulary. 

A comparative analysis of vocabulary sources 

showed that the ChatGPT conversations yielded a 

larger pool of new words than the textbook activities. 

Across the study, the AI-mediated sessions exposed 

the learner to approximately 775 word tokens, 

covering 134 unique new words, whereas the 

textbook study introduced about 319 word tokens 

with 84 unique new words. In total, combining both 

sources, about 218 distinct new words were learned 

(some overlap existed between the AI and textbook, 

but the majority of new terms were exclusive to one 

 

Figure 1: Vocabulary Growth Across Sessions. 

source). These results support ChatGPT’s potential 

as an expansive lexical resource: the conversational 

practice not only reinforced words from the textbook 

but also introduced additional vocabulary beyond 

the curriculum. Despite the greater volume of new 

words from ChatGPT, it was observed that many of 

these were concrete nouns tied to the conversation 

topics; comparatively fewer abstract or technical 

terms were introduced until later sessions (when the 

conversations became more complex). This finding 

suggests that while LLM-driven dialogues can greatly 

broaden vocabulary exposure, they may need guided 

prompts or supplemental materials to ensure a 

balance of word types and linguistic structures. 



 

Figure 2: Distribution of Learned Words by Part of 

Speech. 

4.2 Word Cloud Analysis 

Progression in lexical complexity and topic breadth 

was visualized through word clouds generated at 

three key intervals in the intervention. Each word 

cloud highlights the most frequently used words in 

the ChatGPT dialogues for that period, providing 

insight into the dominant themes and vocabulary 

focus. The evolution of these word clouds reflected 

the shifting content of the sessions: 

• Sessions 1–10: Focus on personal growth and 

basic everyday communication. (Common words 

in the first word cloud included personal 

pronouns and simple terms related to daily life 

and personal experiences, aligning with 

introductory conversational practice.) 

• Sessions 11–20: Shift toward workplace and 

social themes. (The second word cloud showed 

frequent terms related to work, technology, and 

social interactions, indicating that topics had 

broadened to professional and societal contexts as 

the textbook units progressed.) 

• Sessions 21–30: Emergence of academic and 

abstract vocabulary. (By the final sessions, the 

word cloud featured more complex, abstract terms 

– including academic language and nuanced 

vocabulary – reflecting the higher-level 

discussions and the more advanced textbook 

content covered at the end.) 

This progression from concrete to more abstract 

vocabulary indicates that the AI-assisted 

conversations scaled in complexity alongside the 

textbook curriculum. Early sessions were dominated 

by simple, personal-topic vocabulary, but as the 

learner’s confidence and the material difficulty grew, 

the conversations naturally incorporated more 

sophisticated lexicon. The word cloud analysis thus 

visually confirmed an increase in lexical diversity 

over time. It also helped identify which types of 

words were being reinforced: for example, the 

prominence of nounbased topics in early sessions, 

and the later inclusion of more verbs and adjectives 

as discussion themes expanded. Overall, the word 

clouds provided an intuitive way to track vocabulary 

development and ensured that the learner was 

indeed encountering increasingly varied language 

input throughout the study. 

 

Figure 3: Word Cloud for Sessions 1-1 . 

 

Figure 4: Word Cloud for Sessions 11-2 . 

 

Figure 5: Word Cloud for Sessions 21-3 . 

4.3 Test Performance 

Standardized testing results showed a significant 

improvement in formal language proficiency by the 

end of the study. The participant’s score on the 

Sicher! placement test rose from 56% (pre-test) to 

92% (post-test), indicating a substantial gain in 

overall competence at the B2 level. Similarly, the 

ongoing assessments using the Sicher! B2.1 

workbook unit exams reflected consistently high 

performance throughout the intervention: the 



learner scored well on each unit’s exercises and 

quizzes, demonstrating solid grasp of the textbook 

material. There was a slight decline in scores on the 

final few workbook units, but this was attributed to 

the rising difficulty of those later units (rather than a 

loss of knowledge). It should be noted that no long-

term follow-up test was conducted beyond the 

immediate post-study exam, so retention of these 

gains over time was not evaluated. In other words, 

this study did not measure whether the participant’s 

improved test performance would sustain after 

weeks or months without practice. Future research 

would need to include a delayed post-test to assess 

long-term knowledge retention or any post-study 

decline. 

 

Figure 6: Test Performance Over Time. 

4.4 Affective Outcomes (PANAS) 

The affective measures revealed positive trends in 

the learner’s emotional state over the course of each 

session and across the program. According to the 

PANAS surveys administered before and after 

sessions, positive affect (PA) scores consistently rose 

from pre-session to post-session. In practice, the 

participant tended to start a session with moderate 

enthusiasm or confidence, and finish the session 

reporting significantly higher positive feelings such 

as enjoyment, interest, or accomplishment. This 

indicates that engaging with ChatGPT in German 

conversation boosted the learner’s engagement and 

enjoyment by the end of each practice session. 

Concurrently, negative affect (NA) scores decreased 

over time. The learner’s reported anxiety, 

nervousness, or stress levels were higher before 

starting practice and then notably lower after 

interacting with the AI. Moreover, a gradual 

downward trend in baseline negative affect was 

observed as the sessions progressed week by week: 

the participant became less anxious overall about 

speaking German as they accumulated more practice 

in the low- pressure chatbot environment. These 

affective outcomes suggest that the ChatGPT voice 

partner had a confidence-building effect. The ability 

to practice speaking without fear of harsh judgment, 

and to receive patient responses, likely reduced 

language anxiety. The repeated pattern of rising PA 

and falling NA around each session underscores that 

the learner not only enjoyed the AI sessions but also 

grew more comfortable and less stressed about using 

German, which is a crucial component for successful 

language acquisition. 

 

Figure 7: PANAS Trends Across Sessions. 

4.5 Qualitative Insights 

Qualitative data from the reflective journals and 

selfinterviews provided deeper insight into the 

learner’s subjective experience and highlighted both 

strengths and limitations of using ChatGPT as a 

language partner. Over the 3  sessions, the 

participant’s journal entries documented growing 

confidence in speaking and a steadily reduced fear of 

judgment. Initially, the learner noted nervousness 

about making mistakes in German, but as sessions 

went on, they frequently mentioned feeling more at 

ease conversing with the AI. The non-judgmental, 

patient nature of ChatGPT’s responses was 

repeatedly cited as a positive factor that made 

practicing less intimidating. The learner also 

expressed appreciation for ChatGPT’s supportive 

tone—the AI often provided encouragement and 

gentle praise, which helped maintain the learner’s 

motivation. These comments align with the 

quantitative PANAS results, reinforcing that the AI 

partner created a comfortable learning atmosphere 

that bolstered the learner’s self-confidence and 

willingness to speak. 

However, the journals and interviews also pointed 

out some limitations and areas of concern. A 

recurring theme was that ChatGPT tended to give 

overly optimistic feedback and rarely offered 

corrections unless explicitly asked. The participant 

observed that the AI would often respond with polite 

affirmations (“That’s great!” or a correct rephrasing 



of the learner’s sentence) even when errors were 

made, rather than directly correcting mistakes. This 

lack of systematic error correction meant that 

certain grammatical or pronunciation issues might 

not have been adequately addressed by the AI. The 

learner felt that more structured correction 

mechanisms would be beneficial – for example, 

having the AI occasionally point out mistakes or 

provide gentle corrections in real time, to more 

closely mimic a human tutor’s guidance. Additionally, 

there were a few technical disruptions during the 

voice conversations (such as speech recognition 

errors or occasional crashes of the application). 

These interruptions, while not frequent, did break 

the flow of practice on a few occasions and were 

noted as a frustration. They suggest a need for 

improved stability in the voice integration of such AI 

systems. 

In summary, the qualitative feedback indicates 

that ChatGPT in voice mode can serve as a 

comfortable and engaging conversation partner, 

helping to reduce anxiety and build speaking fluency. 

The learner’s overall experience was positive, with 

clear motivational benefits. Yet, the findings also 

underline that ChatGPT is not a complete substitute 

for a human instructor. Important pedagogical 

functions like error correction and adaptive feedback 

were limited in the AI’s responses, implying that 

human oversight or enhanced AI training is needed 

to address those gaps. Despite these limitations, this 

case study demonstrates the promise of integrating 

an LLM-based agent into language learning. The AI 

provided plentiful practice opportunities and 

exposure to new vocabulary in a way that kept the 

learner motivated. Going forward, a hybrid 

approach—using ChatGPT alongside a structured 

curriculum (such as Sicher!) and under teacher 

guidance—may strike the best balance between the 

AI’s strengths (availability, patience, breadth of 

topics) and the human expertise required for 

thorough language instruction. 
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