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Abstrakt

We present the design of a novel learning method
for improved neural network learning that takes into
account the data similarities determined by a self-
organizing network. We incorporate self-organization as
a part of the loss function and show the use of our con-
cept in a new neural network for supervised learning.
We compare how the success rate of a classical percep-
tron increases with this added component of the loss in a
classification task. Our results show that with a minima-
list model architecture in terms of the hidden layer size,
our model convergence is more reliably, compared to
the classical multi-layer perceptron. Even the classifica-
tion accuracy of our model is higher. Our model achie-
ves mean accuracy 89%, while the MLP only 82%.

1 Introduction and motivation

Our overall goal is to improve the semi-supervised le-
arning of deep neural networks. In this paradigm, we
use a limited amount of labeled data, but we are also
looking for ways to incorporate unlabeled data into the
learning. Our improvement lies in the application of to-
pological self-organization. Self-organizing models can
learn from unlabeled data, allowing us to make use of all
available data. We believe that the additional informa-
tion from the unlabeled data will support more efficient
model learning.

2 SOM

For our task of augmenting the supervised loss with un-
supervised mechanism we selected the self-organizing
map (SOM) (Kohonen, [1990) as a suitable model for
implementing self-organization over the input data.
Using SOM, the data is nonlinearly transformed into a
2D map and divided into clusters according to the clas-
ses to which they belong. In a well-trained map, similar
inputs are represented by data models, prototypes (win-
ning neurons), that are close to each other, within the
same cluster, therefore preserving the similarities in the
topology of the network. Since this is an unsupervised
learning model, there is no need to know the labels of
the input data.
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Fig. 1: Self-organizing map trained on Wine dataset

3 Loss function design

We present auxiliary SOM-based loss function Jg. The
input of the function are triplets of input data points.
Such an approach using triples of data inputs is well
known in the field of deep neural networks and has
been used primarily for the visual data classification
task (Chechik et al.| [2010). The first item of ¢-th trip-
let is a particular input from a class, which we denote
by ;. The second part is a different input also from the
same class, denoted by z;. The third part is an input that
is from a different class than the other two, let us denote
it as &;.

We train the SOM using all the items from triplets.
During model training, we compute the Euclidean dis-
tances Dy between the SOM prototypes (denoted as p)
of pairs z;, z; and x;, &;, and combine these distances in
one batch as in Eq.[T]and Eq. 2] denoted as D¢ and D;
(congruent and incongruent). In a well-trained network,
D¢ should be small and D; should be large. Therefore
we compute their relative relationship, as given in Eq.
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Fig. 2: Investigated ways of ramping the hyperparameter « in time

Subsequently we rescale this relation to the inter-
val [0, 1] according to the equation[4]and obtain the for-
mula of the loss function whose value is close to zero if
D¢ is small and Dy is large. If D¢ and Dy are different,
the value of the loss function increases and approaches
to the value 1.
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4 MLP-SOM model

We propose the new MLP-SOM model that links the
multi-layer perceptron (MLP) and the distance-based
SOM loss function Jg from pre-trained SOM. The com-
bined loss function (Eq.[6) is a combination of the super-
vised loss function S and proposed unsupervised loss
Js. The supervised loss is the mean squared error of the
model prediction of the first part of the triplet, denoted
g(x;,0) and the expected label ¢. The loss function Jg
is scaled by the parameter «(t), which is linearly ram-
ped down. Its value decreases linearly from a maximum
value equal to ~ to a value of zero in time. We also take
into consideration different ramping strategies such as
the Sigmoid function. The () denotes the value of the
parameter used in the relation at time ¢. The maximum
value of k is a hyperparameter that we experimentally
explore different values.
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S Experiments and results

We decided to validate the proposed MLP-SOM model
experimentally on a multi-class classification task. The
famous tabular dataset we used, Wine dataset, was cre-
ated by |Aeberhard and Forina) (1991). We used the pre-
trained SOM illustrated in Fig[T] Looking at the projec-
tion of this SOM we see the map is quite well organized
with the individual clusters corresponding to the 3 clas-
ses of the learned dataset.

5.1 Wine dataset

The data in the Wine dataset were the result of chemical
analysis of wines produced in the same region in Italy,
from three different varieties. Each data sample is vec-
tor of 13 values. We divided the data into training (75%)
and test (25%). Within the training set, we created trip-
les from the data. Each sample was paired 25 times with
sample from the same class and sample from a different
class. In this way, we obtained a training set containing
6650 triples.

5.2 Compared models

In the experiment, we compared the accuracy of a multi-
layer perceptron (MLP) baseline with our MLP-SOM
model that uses the combined loss function. In both ca-
ses, the perceptrons had the same architecture, namely
13 neurons in the input layer, 15 neurons in the hidden
layer, and 3 neurons in the output layer. The activation
function for the neurons in the input and hidden layers
was the Sigmoid and for the output layer we used the
Softmax function. The models were implemented using
the PyTorch library (Paszke et al.l 2019) using the de-
fault weight initialization. Other hyperparameters were
the learning rate set to 0.0001 and the type of optimizer,
which was Adam.
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Fig. 3: Evolution of baseline and MLP-SOM model metrics during training (testing accuracy, training loss function)

6 Results of experiments

The results of experiments are the average performance
of 20 models after a fixed amount of 100 training
epochs. We experimented with different kinds of we-
ight initialization and even smaller architectures. In all
experiments, our best performing model was at least 2%
better in accuracy than the baseline.

In the main experiment, we investigated different
kinds of ramping of the x and maximum value of k.
Ramps are shown in Fig.[2] The resulting test accuracies
of the baseline and models with 5 different x values are
shown in table ??. In this experiment, we obtained the
best result so far with the dataset, namely with the MLP-
SOM model (k = 0.7) and Sigmoid ramping. The ram-
ping method combining rampup and rampdown was the
least successful. For the best model, the test accuracy is
89.22% +6.53%, which is more than 7% better than the
baseline model without using the SOM loss function.
Fig[3] shows a comparison of the evolution of the two
models during training.

7 Conclusion

In our research, we have been developing and testing a
method to improve the classification accuracy of a ne-
ural network trained with supervised learning. Our met-
hod was based on the use of an unsupervised neural
model - a self-organizing map that is trained from data
that does not need to have labels. We proposed an MLP-
SOM model, using predictions from the pre-trained self-
organizing map as part of the loss function. We experi-
mentally tested this model on the tabular Wine classifi-
cation dataset. We investigated various hyperparameters
and the results have shown that our model had better
testing accuracy, compared to a model that did not use
an additional SOM-based loss function. Given this re-
sult, we believe that even in the case of semi-supervised

learning, where most of the data does not have an asso-
ciated label, the SOM loss function can be a useful tool
to improve the training and increase the classification
success of the model.
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